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SUMMARY In this paper, a new M-estimation technique for the linear prediction analysis of speech is proposed. Since in the conventional linear prediction (CLP) method the obtained estimates are very much affected by the large amplitude residual parts, in the proposed method we use a loss function which assigns large weighting factor for small amplitude residuals and small weighting factor for large amplitude residuals which is for instance caused by the pitch excitations. The loss function is based on the assumption that the residual signal has an independent and identical t-distribution \( t(\alpha) \) with \( \alpha \) degrees of freedom. The efficiency of this new estimator depends on \( \alpha \). When \( \alpha = \infty \), we get the CLP method. When the proposed method with small \( \alpha \) is applied to the problems of estimating the formant frequencies and bandwidths of the synthetic speech by finding the roots of the prediction polynomial, we can achieve a more accurate and a smaller standard deviation (SD) estimate than that with large \( \alpha \). When the signal is very spiky, the proposed method can achieve more accurate and accurate estimates than that with robust linear prediction (RBLP) method. The loss function is modified in the similar manner as the autocorrelation method. The solution is calculated by the Newton-Raphson iteration technique. The simulation results show that only few iterations are needed to reach a stationary point, the stationary point is always a local minimum and the obtained prediction filter is always minimum phase. Preliminary experiments on the human speech data indicate that the obtained results are insensitive to the placement of the analysis window and a higher spectral resolution than the CLP and RBLP method can be achieved.
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1. Introduction

The formulation of the linear prediction (LP) model for speech analysis and synthesis is based on the linear model of speech production\(^{(4)}\) as

\[
S(z) = \frac{E(z)}{A(z)}
\]

(1)

where

\[
A(z) = 1 + \sum_{j=1}^{p} a_j z^{-j} = \frac{1}{G(z) \cdot V(z) \cdot L(z)}
\]

(2)

The driving function is \( E(z) \). The glottal shaping model, the lip radiation model and the all-pole vocal tract model are denoted by \( G(z), L(z) \) and \( V(z) \) respectively. \( S(z) \) is the speech signal. Equations (1) and (2) can be equivalently expressed in the sampled data domain as

\[
s_i + \sum_{j=1}^{p} a_j s_{i-j} = \varepsilon_i.
\]

(3)

Equation (3) indicates that \( s_i \) is an autoregressive model of order \( p \), AR\((p)\). In the speech analysis, the innovation \( \varepsilon_i \) is often approximated either as an impulse train with period \( P \) for the voiced sounds, or as a random noise having a flat spectrum for the unvoiced sounds.

In the conventional LP (CLP) speech analysis, the predictor coefficients \( a_j, 1 \leq j \leq p \), are determined to minimize the sum of the squares of the prediction residuals. Therefore the result is least square fit. The same weighting function is assumed for all signal amplitude, so that the obtained estimate is very much affected by the strong signal parts and results in difficulties for the LP analysis of high-pitched voices.

In the CLP method, the structure of the source excitation is not taken into account. It is well known that for voiced speech, the source is of a quasi-periodic with spiky excitations which is not Gaussian process\(^{(4)}\).

For these kinds of signals, the least square method is biased and inefficient\(^{(5)}\). If the source characteristic can be taken into account in the estimation of the prediction coefficients, we can get accurate and efficient estimates for the system parameters; formant frequency and bandwidth.

Several techniques have been introduced to reduce the error\(^{(6)}\)\(^\sim\)\(^{(7)}\), Miyoshi et al.\(^{(4)}\) and Yanagida et al.\(^{(5)}\) use the weighted least square method. Since the least square method is efficient only for exact Gaussian process, to get an efficient estimate the weighting function has to be chosen in such a way so that the data which is used to calculate the optimal predictor coefficient is Gaussian. Because of that the selection of the weighting function is critical and very difficult. On the other hand, Chin\(^{(4)}\) and Denöel et al.\(^{(5)}\) calculate the optimal coefficient by minimizing a loss function which is based on assuming that the residual signal has a certain probability distribution function. Since the exact distribution of the speech signal is unknown, the loss function should be carefully selected to get an efficient estimate for a wide range of distribution. Chin\(^{(4)}\) and Denöel et al.\(^{(5)}\) use the loss function based...
on the heavy-tailed Huber's distribution function\(^{(3)}\) and the least absolute error, respectively. However, still we cannot get an efficient estimate for both Gaussian and very heavy-tailed processes. Recently, Murahara, Yoshida and the first author of this paper; used the similar approach as Chin\(^{(4)}\) and Denöel et al.\(^{(5)}\) suggested to select the predictor coefficient by assuming that the excitation has the \(t\)-distribution with three degrees of freedom; \(\alpha=3\). By using \(t\)-distribution with small degree of freedom, we can get an efficient estimate for wide range of distribution; both Gaussian and very heavy-tailed processes.

Extending the previous result\(^{(6)}\), in this paper, we report the more complete investigations about the other \(\alpha\), the efficiency and the accuracy of the estimator. The stability problem and the convergence, which have not been addressed in the previous paper\(^{(8)}\), and the relationship with the CLP method are also discussed in more detail. We modify the loss function in the similar manner as the autocorrelation method so that the proposed method can be seen as a generalization of the conventional autocorrelation method. The optimal solution is calculated iteratively by the the Newton-Raphson method. Simulation results show that we can always get a local minimum and a stable inverse system.

This paper is arranged as follows. The preliminary discussions are given in Sect. 2. In Sect. 3, the method of solving the optimization problem and the basic properties of the proposed method are given. The testing results are presented in Sect. 4. This paper is concluded in Sect. 5.

2. Preliminary Discussions

We consider a zero mean stationary time series generated by AR(\(p\)) model as is given in Eq. (3). The signal \(s_t\) is observed along a window; \(1 \leq t \leq M\). The number of samples \(M\) is assumed to be large, \(M \rightarrow \infty\). The signal outside the window is assumed to be zero.

The residual signal \(e_t\) can be expressed as a function of the linear prediction (LP) vector as

\[
\epsilon_t(a) = s_t + \sum_{j=1}^{p} a_j s_{t-j},
\]

where \(a = [a_1, a_2, \ldots, a_p]^T\),

and \(a_1, a_2, \ldots, a_p\) are the linear prediction coefficients.

The residual signal is assumed to have an independent and identical distribution (IID) \(f(x)\). The logarithmic of the residual likelihood function is

\[
L(a|\epsilon) = \log \prod_{t=1}^{M} f(\epsilon_t(a)) = \sum_{t=1}^{M} \log f(\epsilon_t(a)),
\]

where \(\epsilon = [\epsilon_{p+1}, \epsilon_{p+2}, \ldots, \epsilon_M]^T\).

The loss function is \(\log f(\epsilon_t(a))\) and the influence function is defined as

\[
\beta(x) = -\frac{\partial \log f(x)}{\partial x}.
\]

The linear prediction coefficient vector \(a\) is selected by maximizing the likelihood function in Eq. (5).

The Gaussian distribution

\[
f_G(x) = \frac{1}{\sqrt{2\pi}} \exp^{-x^2/2}
\]

is used for \(f(x)\) in the CLP or the Gaussian estimation\(^{(1)}\). The Huber's probability density function (PDF)\(^{(4)}\)

\[
f_{H}(x) = \begin{cases} \frac{x^2}{2} \exp{-x^2/2}, & |x| \leq c \\ c|x| - \frac{c^2}{2}, & |x| > c \end{cases}
\]

is used as \(f(x)\) in the Huber’s \(M\)-estimation. For heavy-tailed distribution processes, the Huber's \(M\)-estimate is more efficient than the CLP method\(^{(3),(4)}\). This is because the Huber distribution is heavy-tailed, so that the influence function \(\beta(x)\) assigns less weight for the large residuals caused by the spiky excitation.

The influence of the Huber’s influence function \(\beta_H(x)\) with \(c=1.5\) and the Gaussian's influence function \(\beta_G(x)\) are shown in Fig. 1. In this paper it is proposed to use the heavy-tailed \(t\)-distribution model to construct a \(M\)-estimate. The \(t\)-distribution\(^{(6)}\) with \(\alpha\) degrees of freedom, \(t(\alpha)\) is defined by

\[
f_t(x) = \frac{1}{\sqrt{\alpha \pi}} \frac{\Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{\alpha}{2}\right)} \left(1 + \frac{x^2}{\alpha}\right)^{-\frac{\alpha+1}{2}}
\]

![Fig. 1 The influence function \(\beta(x)\) for various \(f(x)\).](image-url)

---

\(\beta(x)\) = \(\frac{\partial \log f(x)}{\partial x}\)
The PDF of the $t$-distribution with various $a$ are shown in Fig. 2. The plot of $t$-distribution's influence function $\beta_t(x)$ with various $a$ are shown in Fig. 1. Please note that $t(1)$ is the Cauchy distribution and $t(\infty)$ is the Gaussian distribution with unity standard deviation (SD) and zero mean $N(0, 1)$. For the estimation purpose, $f(x)$ has to have a finite second moment\(^{9}\). Since $f_{a}(x)$ for $a<3$ has an infinite second moment\(^{9}\), here we use $a \geq 3$.

The asymptotic efficiency\(^{3}\) of the estimator for heavy-tailed processes is used to evaluate the performance of the various estimation techniques. For the heavy-tailed process we use the contaminated Gaussian process

$$CND(\gamma, \chi) = (1 - \gamma)N(0, 1) + \gamma N(0, \chi). \quad (11)$$

Processes with large $\gamma$ and $\chi$ have more probability on their tail. Various values of $\gamma$ and $\chi$ were used to investigate the asymptotic efficiency of the estimators. The asymptotic efficiency of the Huber's $M$-estimate as a function of $c$ for various processes are plotted in Fig. 3(a) and for the $M$-estimate with $t$-distribution as a function of $a$ are depicted in Fig. 3(b).

When $c = \infty$ or $a = \infty$, we get the CLP method. This method is efficient for the Gaussian process only. For heavy-tailed processes, the CLP method is not efficient. The efficiency can be improved by using the Huber's $M$-estimate. By setting $c$ around 1.0, we can get an efficient estimate for both Gaussian and heavy-tailed processes. The recommended value of $c$ is between 1.0 and 2.0\(^{9}\). However from Fig. 3(b), we can see that by utilizing the $M$-estimate using $t$-distribution with small $a$, we can get even more efficient estimate than the Huber's $M$-estimate for both Gaussian and heavy-tailed processes. Therefore we proposed to use the $M$-estimate with $t$-distribution for analyzing a complex speech signal where the exact distribution is unknown.

3. The Solution Method and the Basic Properties

The algorithm for solving the optimization problem and the basic properties of the proposed method are given in the following two subsections.

3.1 The Solution Method

The solution is calculated by extending the summation range in Eq. (5) to cover the whole range of the possible non-zero residual $\varepsilon_i$, so that we get a similar approach with the autocorrelation method. By doing so, this method can be seen as a generalization of the conventional autocorrelation method. By using Eq. (10) and the above assumption, Eq. (5) can be rewritten as

$$L(a|\varepsilon) = K_a - e \hat{L}(a), \quad (12)$$

where
\[ e = \left[ e_1 e_2 \cdots e_{M+p} \right]^T \]
\[ \tilde{L}(a) = \sum_{i=1}^{M+p} \log \left( 1 + \frac{\left( \frac{e_i}{\tilde{s}} \right)^2}{\alpha} \right) \]  \hspace{1cm} (13)
\[ K_a = (M+p) \log \left( \frac{1}{\sqrt{\alpha \pi}} \frac{\Gamma \left( \frac{\alpha+1}{2} \right)}{\Gamma \left( \frac{\alpha}{2} \right)} \right) \]  \hspace{1cm} (14)
\[ e = \frac{\alpha+1}{2} \]  \hspace{1cm} (15)

To get a scale-invariant estimate, \( e_i \) is normalized with \( \tilde{s} \). As the mean and the variance of the residual signal are very sensitive to outliers, they are not a good choice for \( \tilde{s} \). The median \( m \), defined so that \( p(\{ e_i \} \leq m) \geq 0.5 \) and \( p(\{ e_i \} \geq m) \geq 0.5 \), is less sensitive because it is not determined by the exact shape of the PDF\(^{(8)}\). Therefore we choose
\[ \tilde{s} = \text{median} \{ e_i \}, \quad 1 \leq i \leq M + p. \]  \hspace{1cm} (16)

Because \( K_a \) and \( e \) are constants, maximizing \( L(a|e) \) in Eq.(12) is equivalent to minimizing \( \tilde{L}(a) \). Equation (12) is optimized by the Newton-Raphson procedure as follows:
\[ G a^{k+1} = G a^k - \mathcal{V}. \]  \hspace{1cm} (17)
where \( k \) is the iteration number.

The gradient vector \( \mathcal{V} \) is given in Eq.(18).
\[ \mathcal{V} = \left[ \frac{\partial \tilde{L}(a)}{\partial a_1} \frac{\partial \tilde{L}(a)}{\partial a_2} \cdots \frac{\partial \tilde{L}(a)}{\partial a_p} \right]^T \]  \hspace{1cm} (18)

where
\[ \frac{\partial \tilde{L}(a)}{\partial a_z} = -\frac{2}{\alpha \tilde{s}^2} \sum_{i=1}^{M+p} e_i \cdot w_i \cdot s_{i-z}. \]  \hspace{1cm} (19)

The positive definite matrix \( G \) is given by
\[ G = \begin{bmatrix} G_{1,1} & G_{1,2} & \cdots & G_{1,p} \\ G_{2,1} & G_{2,2} & \cdots & G_{2,p} \\ \vdots & \vdots & \vdots \\ G_{p,1} & G_{p,2} & \cdots & G_{p,p} \end{bmatrix} \]  \hspace{1cm} (20)

where
\[ G_{r,t} = G_{t,r} = -\frac{2}{\alpha \tilde{s}^2} \sum_{i=1}^{M+p} s_{i-r} \cdot s_{i-t} \cdot w_i. \]  \hspace{1cm} (21)
\[ w_i = \frac{1}{1 + (e_i / \tilde{s})^2}. \]  \hspace{1cm} (22)

Since \( G \) is a positive definite matrix (see Appendix A), the Cholesky decomposition is used in the calculation. The result from the CLP or the Levinson-Durbin method is used as the starting value. Two criterions
\[ \sqrt{\sum_{i=1}^{M+p} \left( \frac{\partial \tilde{L}(a^*)}{\partial a_z} \right)^2} \leq 10^{-4} \]  \hspace{1cm} (23)
and
\[ |\tilde{L}(a^*) - \tilde{L}(a^{k-1})| \leq 10^{-4} \]  \hspace{1cm} (24)
are used to terminate the iteration. Simulation results show that \( 10^{-4} \) is a suitable value for stopping the iteration. No further significant improvements can be obtained when a value lower than \( 10^{-4} \) is used. Only the number of iteration will increase.

The sequence of the calculation can be summarized as follows:
1. Calculate the initial \( a^0 \) by the CLP method.
2. Calculate new \( \tilde{s} \) based on Eq.(16).
3. Calculate new \( a \) based on Eq.(17).
4. Repeat step 2 and 3 until either one or both of the stopping criterions in Eq.(23) and (24) are reached.

3.2 The Basic Properties

The basic properties of the proposed method are as follows:
1. In the iteration we use a positive definite matrix \( G \), instead of the exact Hessian matrix which is not always positive. The simulation results show that by using this method, usually only few iterations are needed to reach a stationary point.
2. The simulation results show that at the stationary point, the Hessian matrix is always positive definite. Thus we get a local minimum point.
3. The obtained inverse system in the simulations is always stable.
4. The conventional autocorrelation method is a special case of the proposed method; when \( \alpha = \infty \). In this case the optimal solution can be obtained without any iteration.

The brief proof of the positive definite properties of matrix \( G \) is given in Appendix A. In Appendix B and Appendix C, the positive definite property of the Hessian matrix at the stationary point and the stability of the inverse system are discussed, respectively.

4. The Simulation Results

The proposed method has been implemented on a workstation and tested on both synthetic speech signals and human speech signals. All calculations were done with a double-precision floating point arithmetic. The overall results are reported in the following two subsections.

4.1 Testing Results on the Synthetic Speech

The output signal from a 10th-order all pole system was used as the synthetic speech signal to test
the performance of the proposed method. The sampling rate of 10 KHz was used. The system has 800 Hz and 100 Hz as the first formant frequency \( f_1 \) and bandwidth \( B_1 \), respectively. The second formant frequency \( f_2 \) is 1270 Hz and the bandwidth \( B_2 \) is 120 Hz. The third formant frequency \( f_3 \) and bandwidth \( B_3 \) are 2022 Hz and 382 Hz, respectively. The fourth formant frequency \( f_4 \) and the fifth \( f_5 \) are 3304 Hz and 4415 Hz respectively while the fourth formant bandwidth \( B_4 \) and fifth formant bandwidth \( B_5 \) are 649 Hz and 450 Hz.

A pulse train with 400 Hz pitch frequency was used as the first input of the system. We used 10th-order predictor and various values of \( \alpha \). The analysis was performed every 1 ms using a 25.6 ms rectangular window. We analyzed 800 frames. Figure 4(a) shows the ideal spectrum of the system, the periodogram and the estimated spectrum using \( \alpha = 10 \) and \( \alpha = \infty \) for a frame where the CLP method gives the largest spectrum error. The periodogram is plotted with a solid and thin line. Although the ideal spectrum of the system is plotted with a dotted line, it coincides with the estimated spectrum using \( \alpha = 10 \). Therefore we only see one solid line. From those 800 frames, the average and the standard deviation (SD) of the estimated five formant frequency and bandwidth were calculated. The absolute difference between the averages and the true values, called the absolute average errors, were calculated. The average of the five formant frequencies and bandwidths absolute error as a function of \( \alpha \) are shown in Fig. 4(b); marked as E-F and E-BW, respectively. The average of the SD of the five formant frequencies and bandwidths as a function of \( \alpha \) are depicted in Fig. 4(c); marked as SD-F and SD-BW, respectively. These figures show that when the CLP method (\( \alpha = \infty \)) is used, the error is large. This is because we analyzed a high-pitched signal which means that it has more probability on its tail. This is consistent with the previous result in Fig. 3. The accuracy and the SD of the estimation can be improved by using a small \( \alpha \). When small \( \alpha \) is used we can get a better estimate; the average error is undetectable and the SD is low. Figure 4(b) and Fig. 4(c) show that there is a threshold value, \( \alpha_{th} \). When \( \alpha < \alpha_{th} \), the estimate is less biased and efficient. Because of the space limitation, the results for the other pitch frequencies are omitted, but they show that when the pitch frequency is small, \( \alpha_{th} \) is high and vice versa.

The second synthetic speech signal is generated by applying a random binary sequence as the excitation of the system to simulate a more complex spiky signals. The random binary sequence was generated by using a non-linear operation

\[
rb_i = \begin{cases} 
1 & \text{if } f_{li} \geq 0.75 \\
-1 & \text{if } f_{li} \leq -0.75 \\
0 & \text{otherwise}
\end{cases}
\]  

(25)

where \( rb_i \) is the random binary sequence and \( f_{li} \) is the random signal which has a flat distribution between \(-1\) and \(1\). We carried out the analysis in the same way as above.

The estimated and the ideal spectrum are plotted in Fig. 5(a). The averages of the absolute error of the five formants and the averages of the SD are depicted in Fig. 5(b) and Fig. 5(c), respectively. Again we see that when small \( \alpha \) is used we can get a precise and an efficient estimate for the spectrum and the formants.

In addition, we have also applied the 25.6 msec Hamming window in the analysis. The estimated
spectrum and the ideal spectrum, the average of the absolute error of the five formants and the average of the SD as a function of $\alpha$ for the 400 Hz pulse train and the random binary sequence inputs are shown in Fig. 6 and Fig. 7. From those figures we can see that the window improves the accuracy and the efficiency of the CLP method. But when small $\alpha$ is used, we can get a more better results. The non-uniform weighting of the window affects the result of the proposed method. The improvement, however, caused by the proposed method is less significant than when a uniform weighting window such as the rectangular window is used.

From all those simulations, it is clear that the accuracy and the efficiency of the proposed linear prediction method depends on $\alpha$. Furthermore, all simulations show that indeed only few iterations are sufficient to reach a local minimum and the obtained inverse systems are always minimum phase.

To compare the performance of the proposed method with the recently proposed robust linear prediction (RBLP)\(^4\), a program with Eq.(9) as the loss function and Eq.(16) as the robust scale estimate has
been developed. The optimal solution is calculated by using the Newton-Raphson. It was tried to analyze both synthetic signals. Since when $c$ lower than 1.0 is used we get unstable inverse systems in some frames, we set $c=1.0$ as the lowest value. The average of the absolute error of the five formants and the average of the SD are marked as E-F-H, E-BW-H, SD-F-H and SD-BW-H, respectively. The obtained values by using the rectangular and Hamming analysis window for both synthetic signal are plotted in Fig. 4, 5, 6, and 7. When higher $c$ is used, the average of the absolute error and the average of the SD will be higher too. The

Fig. 7 Estimation results of the random binary excitation and Hamming window. (a) The ideal and estimated spectra. (b) The averages of the errors of the formant frequencies (E-F) and bandwidths (E-BW) from the proposed method, E-F-H and E-BW-H are from RBLP. (c) The averages of the SD of the formant frequencies (SD-F) and bandwidths (SD-BW) from the proposed method, SD-F-H and SD-BW-H are from RBLP.

Fig. 8 The LSP plot of “Asuwa kitano kaze” with rectangular window. (a) From the CLP method. (b) From the proposed method with $a=10$.

Fig. 9 The LSP plot of “Asuwa kitano kaze” with Hamming window. (a) From the CLP method. (b) From the proposed method with $a=10$. 
results show that when the signal is very spiky; the random binary case; the proposed method is more superior than the RBLP. When the signal is not very spiky; the 400 Hz impulse case; the performance of the RBLP is comparable with the proposed using small degree of freedom $a$.

4.2 Testing Results on the Human Speech

The proposed algorithm has been applied to analyze the human speech: the Japanese sentence “Asuwa kitano kaze” spoken by a female speaker with pitch frequency around 230 Hz. The sampling rate of 10 KHz and 12th-order predictor were used. We performed the analysis every 1 ms on a 25.6 ms rectangular window and Hamming window. We analyzed 1200 frames. Since the true formant frequencies and bandwidths are unknown, the average error cannot be calculated. We can only analyze the fluctuation of the obtained results caused by the analysis window’s placement. As an illustration, we use the line spectrum pairs (LSP)\(^{(10)}\). The obtained LSP from the CLP method and the proposed method with $a=10$ both using a rectangular window are depicted in Fig. 8(a) and Fig. 8(b) respectively, while the LSP from the CLP method and the proposed method with $a=10$ both using a Hamming window are shown in Fig. 9(a) and Fig. 9(b). Here, we can get a minimum phase system from

![Fig. 10 The spectrum of the Japanese vowel /a/ with rectangular window. (a) From the CLP method. (b) From the RBLP method. (c) From the proposed method with $a=10$.](image)

![Fig. 11 The residual signal of the Japanese vowel /a/ with rectangular window. (a) From the CLP method. (b) From the RBLP method. (c) From the proposed method with $a=10$.](image)
the proposed method. Those figures show that the obtained LSP from the proposed method exhibit smaller local variations due to the positioning of the window than that from the CLP method, so that by using the proposed method it is expected that a higher coding efficiency can be achieved.

The proposed method has been also applied to analyze a vowel/ɑ/ uttered by a Japanese male which has a pitch frequency around 150 Hz. The obtained spectrum from the CLP, the RBLP with c = 1.0 and the proposed method with α = 10; all using 17th-order predictor and 256 points rectangular window; are shown in Figs. 10(a), 10(b) and 10(c), respectively. The proposed method shows its superiority by successfully recognized the first formant which can not be recovered by the CLP method and the RBLP method. The resulted residual signal from the proposed method; shown in Fig. 11(c); is more spiky than the residual signal from the CLP and RBLP method which are shown in Figs. 11(a) and 11(b), respectively. This result indicates the possibility of using the residual signal for pitch recognition. When Hamming window is used, the obtained spectral and residuals from the CLP, RBLP and the proposed method; depicted in Figs. 12 and 13 respectively; behave in the same way. We used 17th-order predictor and 256 points Hamming window.

Fig. 12 The spectrum of the Japanese vowel /ɑ/ with Hamming window. (a) From the CLP method. (b) From the RBLP. (c) From the proposed method with α = 10.

Fig. 13 The residual signal of the Japanese vowel /ɑ/ with Hamming window. (a) From the CLP method. (b) From the RBLP method. (c) From the proposed method with α = 10.
5. Conclusions

In this paper, a new linear prediction method by assuming that the residual signal has an IID $t$-distribution has been proposed. Theoretically, the new method is very efficient for many kinds of distributions. The run test shows that when we use a small $\alpha$, this method produces a less biased and smaller SD estimate for formant frequencies and bandwidths. By using small $\alpha$, a better separation between the source excitation and the vocal tract system can be achieved. When the signal is very spiky, by applying small $\alpha$ we can get more accurate and efficient estimates than that with RBLP method, while when the signal is not very skily the result from the proposed method and the RBLP are comparable. The CLP method is a special case of the proposed method; when $\alpha=\infty$. For the human speech, the obtained result from the proposed method with small $\alpha$ is less sensitive to the placement of the window than CLP. Also from the proposed method we can get more higher spectral resolution and more spiky residual than RBLP and CLP. Further study still has to be carried out for real application in the human speech analysis. Also to reduce the calculation burden caused by the iteration and to determine an appropriate degree of freedom $\alpha$.
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Appendix A: The Proof of the Positive Definite Property of the Matrix $G$

From Eq.(21) and Eq.(22) we can write

$$\sum_{l=0}^{\rho} b_l G_{l,r}^2 \geq 0. \tag{A·1}$$

Equation (A·1) can be manipulated to become

$$\sum_{l=0}^{\rho} b_l G_{l,r}^2 + 2 \sum_{l=m}^{\rho-1} b_l b_{l+1} G_{l,r} \geq 0 \tag{A·2}$$

or

$$\sum_{l=0}^{\rho} b_l \sum_{r=m}^{p} G_{l,r} \geq 0 \tag{A·3}$$

for any real $b_r$, $0 \leq r \leq \rho$, which proves that matrix $G$ is a positive definite matrix.

Appendix B: The Positive Definite Property of the Hessian Matrix at the Stationary Point

The Hessian can be calculated from Eq.(12).

$$\frac{\partial^2 E(a)}{\partial a \partial a^T} = H^2 - H^T \tag{A·4}$$

where

$$H_{l,l} = \frac{2}{\rho} \sum_{i=1}^{\rho} (s_i - \hat{s}_i)^2 \cdot \left( \frac{1}{\alpha_i^2} \right)^{\frac{\rho}{2}} \tag{A·5}$$
Since $H^1$ and $H^2$ are both positive definite, the inequality
\begin{equation}
H^1 > H^2, \quad (A.7)
\end{equation}
the elements of matrix $H^1$ are larger than the elements of matrix $H^2$, has to be fulfilled to ensure that $H$ is positive definite. The simulation results on many human speech data show that Eq. (A.7) is always satisfied; the ratio between the smallest value of matrix $H^1$ and the largest value of matrix $H^2$ is about 10.

**Appendix C: The Inverse System Stability**

By using the matrix $G$ in Eq. (20) we built the Lyapunov equation
\begin{equation}
-R = Q^T G Q - G \quad (A.8)
\end{equation}
where
\begin{equation}
Q = \begin{bmatrix}
-a_1 & -a_2 & \cdots & -a_p \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & 0
\end{bmatrix} \quad (A.9)
\end{equation}
is the companion matrix. At the local minima, $V(\alpha) = 0$ so that
\begin{equation}
G\alpha = -v, \quad v = [G_{0,0} G_{0,1} \cdots G_{0,p}]^T. \quad (A.10)
\end{equation}
By substituting Eq. (A.9) and Eq. (A.10) into Eq. (A.8) we obtain
\begin{equation}
R = K + G^1 - G^2 \quad (A.11)
\end{equation}
\begin{equation}
\begin{bmatrix}
k & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0
\end{bmatrix}
+ \begin{bmatrix}
G_{1,1} & \cdots & G_{1,p} \\
0 & \cdots & 0
\end{bmatrix}
- \begin{bmatrix}
G_{0,0} & \cdots & G_{0,p-1} \\
\vdots & \ddots & \vdots \\
G_{p-1,0} & \cdots & G_{p-1,p-1}
\end{bmatrix} \quad (A.12)
\end{equation}
where
\begin{equation}
k = \sum_{i=1}^{N_{\alpha}} s_i \xi_i w_i \quad (A.13)
\end{equation}
Since
\begin{equation}
k = \begin{bmatrix} 1 & a^T \end{bmatrix} \begin{bmatrix} G_{0,0} & v^T \end{bmatrix} \begin{bmatrix} 1 & a \end{bmatrix} \quad (A.14)
\end{equation}
is always positive, $K$, $G^1$ and $G^2$ are positive definite. The inequality
\begin{equation}
G^1 \geq G^2, \quad (A.15)
\end{equation}
all elements of matrix $G^1$ are larger than the elements of matrix $G^2$, has to be fulfilled to ensure that matrix $R$ is positive definite. The simulation results on many human speech data show that Eq. (A.15) is always satisfied; the ratio between the smallest value of $G^1$ and the largest value of $G^2$ is about 5. Thus the obtained system is minimum phase.
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