Tying covariance matrices to reduce the footprint of HMM-based speech synthesis systems
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Abstract

This paper proposes a technique of reducing footprint of HMM-based speech synthesis systems by tying all covariance matrices. HMM-based speech synthesis systems usually consume smaller footprint than unit-selection synthesis systems because statistics rather than speech waveforms are stored. However, further reduction is essential to put them on embedded devices which have very small memory. According to the empirical knowledge that covariance matrices have smaller impact for the quality of synthesized speech than mean vectors, here we propose a clustering technique of mean vectors while tying all covariance matrices. Subjective listening test results show that the proposed technique can shrink the footprint of an HMM-based speech synthesis system while retaining the quality of synthesized speech.
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1. Introduction

Currently the most popular speech synthesis technique is unit selection synthesis [1–3], where appropriate sub-word units are selected from large speech databases. Although this technique can synthesize high quality synthesized speech, we need to record large speech databases. Furthermore, this system usually requires too large footprint to put it on embedded devices such as mobile phones, PDAs, car navigation systems, and game machines.

A statistical parametric speech synthesis system based on HMMs [4] has grown in popularity in recent years. Figure 1 illustrates the overview of a typical HMM-based speech synthesis system. In this system, the spectrum, excitation, and duration of speech are modeled simultaneously by context-dependent HMMs, and speech parameter trajectories are generated from the HMMs themselves under constraints between static and dynamic features. One of the attractive points of HMM-based speech synthesis is its footprint. The HMM-based system usually has smaller footprint than the unit selection system, because statistics rather than speech waveforms are required to be stored. However, further reduction is essential to put it on embedded devices which have very small memory.

Speech parameters such as spectrum, excitation, and durations depend on a variety of contextual factors such as phoneme identities, accent types, and part-of-speech. In the HMM-based speech synthesis system, context-dependent models are used to capture these contextual factors. If more combinations of the above contextual factors are taken into account, we should be able to obtain more accurate models. However, as the number of contextual factors increases, the number of possible combinations also increases exponentially. As a result, it is difficult to robustly estimate model parameters because of lack of training data. Furthermore, it is impossible to cover every possible combination of contextual factors with a finite set of training data. Although a variety of parameter tying techniques have been developed [5–9] to avoid this problem, a decision tree-based context-clustering technique [10] has been widely used.

In the HMM-based speech synthesis system, distributions of spectrum, excitation, and duration are clustered individually because they have their own contextual dependency.

In this technique, a top-down clustering is performed so as to maximize the likelihood of model to the training data by using questions about contexts. Then, HMM states (or streams) which are clustered into the same leaf node are tied. Unseen models can be generated by traversing the decision trees. Various criteria to select questions to be used and nodes to be split [11–13] and techniques to extend single Gaussian distribution to mixture of Gaussian distributions [14, 15] have been proposed.

Conventionally we construct an HMM stream-level tying structure in HMM-based speech synthesis, i.e., mean vectors and covariance matrices have exactly the same parameter tying structure (Fig. 2 (a)). However, we empirically know that covariance matrices have smaller impact for the quality of synthesized speech than mean vectors. Based on this knowledge, this paper proposes a context-clustering technique of mean vectors while tying all covariance matrices (Fig. 2 (b)). If each parameter is stored in single-precision floating-point number (4 Bytes) and the dimensionality of Gaussian distributions is 120, approx-
approximately 938 KBytes are required to store 1,000 Gaussian with
diagonal covariance matrices distributions (statistics associated
to the leaf nodes). However, by tying all covariance matrices, it
reduced to almost half (469 KBytes).

The rest for this paper is organized as follows. Section 2
describes the proposed decision tree-based context-clustering
technique of mean vectors while tying all covariance matrices.
Subjective listening test results are shown in Section 3. Con-
cluding remarks and future plans are presented in Section 4.

2. Tying covariance matrices

2.1. Decision tree-based context clustering

In the decision tree-based context-clustering technique, a top-
down clustering is performed so as to locally maximize the like-
lihood of model to the training data using pre-defined questions
about contexts. Then, mean vectors and covariance matrices of
HMM states (or streams) clustered to the same leaf (terminal)
node are tied. As a result, HMM state-level (or stream-level)
tying structure can be constructed. The mean vector and the co-
variance matrix associated to the leaf node \( S \), \( \mu^S \) and \( \Sigma^S \),
can be estimated based on the ML criterion as

\[
\hat{\mu}^S = \frac{\sum_{t=1}^{T} \sum_{m \in M_S} \gamma^m(t) \theta(t)}{\sum_{t=1}^{T} \sum_{m \in M_S} \gamma^m(t)},
\]

\[
\hat{\Sigma}^S = \frac{\sum_{t=1}^{T} \sum_{m \in M_S} \gamma^m(t) (\theta(t) - \hat{\mu}^S) (\theta(t) - \hat{\mu}^S)^T}{\sum_{t=1}^{T} \sum_{m \in M_S} \gamma^m(t)},
\]

where \( T \) is the total number of frames in the training data, \( M_S \)
is a set of HMM states (or streams) clustered to the leaf node \( S \), and \( \gamma^m(t) \) is the posterior probability of an HMM state (or stream) \( m \) for an observation vector at frame \( t \), \( \theta(t) \). The total
log likelihood of the Gaussian distribution of node \( S \) to the as-
associated training data is calculated as

\[
\mathcal{L}(S) = \sum_{t=1}^{T} \sum_{m \in M_S} \gamma^m(t) \log \mathcal{N}(\theta(t); \hat{\mu}^S, \hat{\Sigma}^S)
\]

\[
= -\frac{1}{2} \sum_{t=1}^{T} \sum_{m \in M_S} \gamma^m(t) \left\{ n + \log \left( 2\pi \left| \Sigma^S \right| \right) \right\},
\]

where \( n \) is the dimensionality of \( \mu^S \).

The minimum description length (MDL) criterion [11] has been
used in the HMM-based speech synthesis system to auto-
matically control the size of decision trees. When cluster \( S \)
is divided to \( S_{h+} \) and \( S_{h-} \) by a question \( q \), the change of total
description length by this split is calculated as follows:

\[
\Delta_q = \mathcal{L}(S) - \left\{ \mathcal{L}(S_{h+}) + \mathcal{L}(S_{h-}) \right\} + \alpha \frac{N}{2} \log \Gamma(S_0),
\]

where \( S_0 \) denotes a root node, \( \alpha \) is a heuristic weight for the
penalty term of the MDL criterion, \( N \) is the number of parameters
increased by this split, and

\[
\Gamma(S) = \sum_{t=1}^{T} \sum_{m \in M_S} \gamma^m(t).
\]

If all covariance matrices are diagonal covariance matrices,
\( N = n + n \). Note that the context-clustering based on the MDL
criterion can be viewed as that based on the ML criterion whose
threshold is given as \( \alpha \frac{N}{2} \log \Gamma(S_0) \).

2.2. Context clustering while tying all covariance matrices

The decision tree-based context-clustering techniques used in
HMM-based speech synthesis system construct HMM state- or
stream-level tying structure, i.e., the same tying structure is used
for both mean vectors and covariance matrices. However, we
empirically know that mean vectors have more impact for the
quality of synthesized speech than covariance matrices. For ex-
ample, even we manually modify values of covariance matrices,
speech parameter trajectories generated from the original and
modified models are almost identical. In this paper, we con-
struct tying structure of mean vectors by using decision trees
while tying all covariance matrices.
If all covariance matrices are tied, the total log likelihood of the leaf node $S$ to the associated training data is calculated as follows:

$$
\mathcal{L}' (S) = \sum_{t=1}^{T} \sum_{m \in M_S} \gamma_m (t) \log \mathcal{N} (\alpha_m; \mu_S, \Sigma_g)
= -\frac{1}{2} \sum_{t=1}^{T} \sum_{m \in M_S} \gamma_m (t) \left\{ \text{Tr} \left( \Sigma_S \Sigma_g^{-1} \right) + \log (2\pi | \Sigma_g |) \right\},
$$

(6)

where $\Sigma_g$ is a globally tied covariance matrix. Note that $\Sigma_g$ is fixed in the context-clustering process because of large computational cost.

When cluster $S$ is divided to $S_{q+}$ and $S_{q-}$ by a question $q$, the change of total description length by this split is calculated as follows:

$$
\Delta_q' = \mathcal{L}' (S) - \{ \mathcal{L}' (S_{q+}) + \mathcal{L}' (S_{q-}) \} + \alpha N \frac{1}{2} \log \Gamma (S_0).
$$

(7)

Unlike Eq. (4), $N$ becomes $n$ in this case because only mean vectors are split. We can expect that the proposed technique can efficiently reduce the footprint of HMM-based speech synthesis systems while retaining the quality of synthesized speech.

### 3. Experiments

#### 3.1. Experimental condition

To evaluate the effectiveness of the proposed technique, subjective listening tests were conducted. The first 450 sentences of the phonetically balanced 503 sentences from the ATR Japanese speech database B-set [16], uttered by male speaker MHT, were used for training. The remaining 53 sentences were used for evaluation. Speech signals were sampled at 16kHz and windowed with a 5-ms shift, and mel-cepstral coefficients [17] were obtained from STRAIGHT spectrum [18]. Feature vectors consisted of spectrum and excitation parameters. The spectrum parameter vectors consisted of 39 STRAIGHT mel-cepstral coefficients including the zero coefficient, their delta and delta-delta coefficients. The excitation parameter vectors consisted of log $F_0$, its delta and delta-delta. A seven-sate (including the beginning and ending null states), left-to-right, no skip structure was used for hidden semi-Markov model [19]. The spectrum stream was modeled by single multi-variate Gaussian distributions. The excitation stream was modeled by a multi-space probability distribution consisting of a Gaussian distribution for voiced frames and discrete distribution for unvoiced frames. Each state-duration distribution was modeled by a five-dimensional (equal to the number of emitting states in each phoneme model) multi-variate Gaussian distribution. The decision tree-based context-clustering technique was separately applied to distributions for spectrum, excitation, and state duration. A speech parameter generation algorithm considering global variance (GV) [20] was used for parameter generation.

The MDL criterion [11] was used to control the size of decision trees. We changed the heuristic weight for the penalty term of $\alpha$ to construct acoustic models with various number of parameters. The weights used here were 8.0, 4.0, 2.0, 1.0, 0.5, and 0.25. Although the decision tree-based context-clustering technique was separately applied to distributions for spectrum and excitation, the same $\alpha$ was used.

Ten subjects participated in these listening tests. Ten sentences were randomly selected from 53 sentences for each subject. The subjects were asked to rate the naturalness of synthesized speech with a scale from 1 (completely unnatural) to 5 (natural). All experiments were carried out in a sound-proof room using head-phones.

#### 3.2. Experimental results

The first listening test was designed to confirm the empirical knowledge that covariance matrices have small impact for the quality of synthesized speech. The following two methods were evaluated:

**BASELINE**: The same tying structure was used for both mean vectors and covariance matrices.

**TIED DIAGC (Same structure)**: Although the tying structure of mean vectors was exactly the same as **BASELINE**, all covariance matrices were tied.

Figure 3 shows the subjective listening test results. It can be seen from the figure that **TIED DIAGC (Same structure)** achieved almost the same subjective scores with almost the half number of parameters (footprint) when $\alpha = 1.0$. It also shows that tying covariance matrices looks more efficient than reducing the size of decision trees to achieve the same footprint.

The second listening test evaluated the performance of the proposed clustering technique while tying all covariance matrices. The following two methods were compared:

**BASELINE**: The same tying structure was used for both mean vectors and covariance matrices.

**TIED DIAGC (Proposed)**: Mean vectors were clustered by decision trees while tying all covariance matrices.

Figure 4 shows the experimental results. It can be seen from the figure that **TIEDGC (Proposed)** significantly reduced the number of parameters. Furthermore, it achieved slightly better subjective scores. On the other hand, only **TIED DIAG** system with $\alpha = 0.25$ reduced scores. Although the number of parameters decreased by using the proposed technique, the number of mean parameters increased. Therefore, it seems that...
4. Conclusions

This paper proposed a technique of reducing the footprint of HMM-based speech synthesis systems by tying all covariance matrices. The experimental results showed that the proposed technique efficiently shrunk the footprint of an HMM-based speech synthesis system to less than half of its original size while retaining the quality of synthesized speech. Future work includes applying this technique to full covariance matrices and comparing it with semi-tied covariance matrices [21].

Table 1: Comparison of number of leaf nodes.

<table>
<thead>
<tr>
<th></th>
<th>Number of leaf nodes</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spectrum</td>
<td>PD</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>Covariance</td>
</tr>
<tr>
<td>BASELINE</td>
<td>808</td>
<td>808</td>
</tr>
<tr>
<td>TIED DIAGC (Proposed)</td>
<td>1311</td>
<td>1</td>
</tr>
</tbody>
</table>
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Figure 4: Experimental results: Type of covariance tying structure. Different mean tying structures are constructed.