A Bayesian Framework Using Multiple Model Structures for Speech Recognition

Sayaka SHIOTA\textsuperscript{a, b}, Kei HASHIMOTO\textsuperscript{b, Nonmembers}, Yoshihiko NANKAKU\textsuperscript{c, \textdagger}, and Keiichi TOKUDA\textsuperscript{d, Members}

SUMMARY This paper proposes an acoustic modeling technique based on a Bayesian framework using multiple model structures for speech recognition. The aim of the Bayesian approach is to obtain good prediction of observation by marginalizing all variables related to generative processes. Although the effectiveness of marginalizing model parameters was recently reported in speech recognition, most of these systems use only "one" model structure, e.g., topologies of HMMs, the number of states and mixtures, types of state output distributions, and parameter tying structures. However, it is insufficient to represent a true model distribution, because a family of such models usually does not include a true distribution in most practical cases. One of solutions of this problem is to use multiple model structures. Although several approaches using multiple model structures have already been proposed, the consistent integration of multiple model structures based on the Bayesian approach has not been seen in speech recognition. This paper focuses on integrating multiple phonetic decision trees based on the Bayesian framework in HMM-based acoustic modeling. The proposed method is derived from a new marginal likelihood function which includes the model structures as a latent variable in addition to HMM state sequences and model parameters, and the posterior distributions of these latent variables are obtained using the variational Bayesian method. Furthermore, to improve the optimization algorithm, the deterministic annealing EM (DAEM) algorithm is applied to the training process. The proposed method effectively utilizes multiple model structures, especially in the early stage of training and this leads to better predictive distributions and improvement of recognition performance.
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1. Introduction

The maximum likelihood (ML) criterion has usually been used for training statistical models for speech recognition systems. However, since the ML criterion produces a point estimate of model parameters, the estimation accuracy may degrade when little training data is available. The aim of the Bayesian approach is to obtain good prediction of observation by marginalizing all variables related to generative processes, and it can accurately estimate observation distributions even if the amount of training data is small. However, the calculation becomes complicated due to the combination of latent variables, i.e., state sequences and model parameters. To solve this problem, the variational Bayesian (VB) method has been proposed as an effective approximation method of the Bayesian approach [1], [2], and the effectiveness of marginalizing model parameters was recently reported in speech recognition [3]–[7].

In conventional speech recognition based on generative models, there are many efforts to find appropriate model structures to predict observation vector sequences (e.g., multi-mixture models, clustering techniques and more complicated models). However, most of these systems use only "one" model structure, e.g., topologies of HMMs, the number of states and mixtures, types of state output distributions, and parameter tying structures. In most practical cases, it is insufficient to represent a true model distribution because a family of such models usually does not include a true distribution. One of solutions of this problem is to use multiple model structures. Although several approaches using multiple model structures have already been proposed, e.g., ROVER [8], random forest [9] and model structure annealing [10], the consistent integration of the multiple model structures based on the Bayesian approach has not been seen in speech recognition. This paper focuses on integrating the multiple model structures based on the Bayesian framework in HMM-based acoustic modeling. The proposed method is derived from a new marginal likelihood function which includes the model structures as a latent variable in addition to HMM state sequences and model parameters, and the posterior distributions of these latent variables are obtained using the VB method.

The conventional VB method sometimes suffers from the local maxima problem because of the combination of the latent variables. To overcome this problem, some approaches have been reported [11], [12], and we have also reported the training algorithm applying the deterministic annealing EM (DAEM) algorithm [13] to the conventional VB method for speech recognition system [14]. Since the proposed method also treats the multiple model structures as a latent variable additionally, the local maxima problem becomes more serious than the conventional VB method. Therefore, to improve the training algorithm of the proposed method, the deterministic annealing framework is applied to the training process. The proposed method which applied the deterministic annealing process effectively utilizes multiple model structures, especially in the early stage of training and this leads to better predictive distributions and improvement of recognition performance.

The proposed method has a similarity to the non-
parametric Bayesian method [15] because both methods use multiple model structures and integrate them based on the Bayesian framework. The main difference between these methods is that the non-parametric Bayesian method assumes generating processes of multiple model structures for each data sample. Although the proposed method simply prepared multiple model structures in advance, it still has the effect of model structure marginalization and can be performed without increasing the complexity of the training process.

The rest of this paper is organized as follows. Section 2 describes the speech recognition based on the variational Bayesian approach. The Bayesian speech recognition including multiple model structures and the training algorithm using the DAEM algorithm are described in Sect. 3. Section 4 illustrates results of the continuous phoneme recognition experiments, and the final section presents conclusions and future work.

2. Speech Recognition Based on Variational Bayesian Method

2.1 Bayesian Approach

The output distribution is obtained based on a left-to-right HMM which has been widely used to represent an acoustic model for speech recognition. Let \( O = (o_1, o_2, \ldots, o_T) \) be a set of training data, and \( T \) denotes the frame number. The likelihood function of an HMM is represented by

\[
P(O \mid \Lambda) = \sum_Z P(O, Z \mid \Lambda)
\]

where \( Z = (z_1, z_2, \ldots, z_T) \) is a sequence of HMM states, \( z_t \in \{1, \ldots, N\} \) denotes a state at frame \( t \), and \( N \) is the number of states in an HMM. A set of model parameters \( \Lambda = [\pi, a_{ij}, \mu_z, S_z] \) consists of the initial state probability \( \pi_i \) of state \( i \), the state transition probability \( a_{ij} \) from state \( i \) to state \( j \), the mean vector \( \mu_z \), and the covariance matrix \( S_z^{-1} \) of a Gaussian distribution \( N(\cdot \mid \mu_z, S_z^{-1}) \). Note that the initial state probability of an HMM is represented by \( a_{0z} \).

Although Gaussian mixture model is typically used for output probabilities in many systems, this paper assumes a single Gaussian distribution for the simplicity of description. However, assuming that \( Z \) includes the index sequences of the mixture components as well as the state index sequences, the following equations can be easily extended to those of the Gaussian mixture models.

The Bayesian approach assumes that the model parameter \( \Lambda \) is a latent variable, while the ML approach estimates constant model parameters. The posterior distribution for a set of model parameters \( \Lambda \) is obtained with the Bayes theorem as follows:

\[
P(\Lambda \mid O) = \sum_Z \frac{P(O, Z \mid \Lambda)P(\Lambda)}{P(O)}
\]

where \( P(\Lambda) \) is a prior distribution for \( \Lambda \). Once the posterior distribution \( P(\Lambda \mid O) \) is estimated, a predictive distribution for input data \( X \) is represented by

\[
P(X \mid O) = \sum_z P(X, Z \mid \Lambda)P(\Lambda \mid O)d\Lambda.
\]

Since the model parameters are marginalized out in Eq. (4), the effect of over-fitting is mitigated. However, it is difficult to solve the integral and expectation calculations. Especially, when the model includes latent variables, the calculation becomes more complicated. To overcome this problem, the variational Bayesian (VB) method has been proposed as a tractable approximation method of the Bayesian approach [1].

2.2 Variational Bayesian Method

In the Bayesian method, the marginal likelihood\(^6\) is represented by

\[
\log P(O) = \log \sum_Z \int P(O, Z \mid \Lambda)P(\Lambda)\, d\Lambda.
\]

However, the calculation of Eq. (5) requires averaging over all configurations of the latent variables. Therefore, in the variational Bayesian (VB) method, a lower bound of the log marginal likelihood \( \mathcal{F} \) is maximized instead of the true likelihood. The lower bound of the log marginal likelihood \( \mathcal{F} \) is defined by using Jensen’s inequality:

\[
\log P(O) \geq \sum_Z \int Q(Z, \Lambda)\frac{P(O, Z \mid \Lambda)P(\Lambda)}{Q(Z, \Lambda)}\, d\Lambda
\]

\[
= \mathcal{F},
\]

where \( Q(Z, \Lambda) \) is an arbitrary distribution. Then, the relation between the log marginal likelihood and the lower bound \( \mathcal{F} \) is represented from Eq. (6).

\[
\log P(O) - \mathcal{F} = \sum_Z \int Q(Z, \Lambda)\log \frac{Q(Z, \Lambda)}{P(Z, \Lambda \mid O)}\, d\Lambda,
\]

\[
= \text{KL}[Q(Z, \Lambda) \mid P(Z, \Lambda \mid O)],
\]

where KL[\( Q(Z, \Lambda) \mid P(Z, \Lambda \mid O) \)] denotes the Kullback-Leibler (KL) divergence [16] between \( Q(Z, \Lambda) \) and the true posterior distribution \( P(Z, \Lambda \mid O) \). As the difference between the true log marginal likelihood and the lower bound is reduced, \( Q(Z, \Lambda) \) approximates the true posterior distribution \( P(Z, \Lambda \mid O) \). Therefore, by maximizing the lower bound \( \mathcal{F} \), the optimal posterior distribution \( Q(Z, \Lambda) \) is estimated. However, the calculation becomes complicated because of the combination of latent variables and \( Q(Z, \Lambda) \) include the integration of the model parameter. To obtain

\(^6\)The marginal likelihood is corresponded to the free energy function in statistical mechanics.
approximate posterior distributions \( Q(Z, \Lambda) \), the variational method is applied. In the variational method, the latent variables are assumed conditionally independent\(^*\) each other as follows:

\[
Q(Z, \Lambda) = Q(Z)Q(\Lambda),
\]

Under this assumption, the optimal VB posterior distributions which maximize the objective function \( \mathcal{F} \) are given by the variational method:

\[
Q(Z) = C_Z \exp \left\{ \langle \log P(O, Z | \Lambda) \rangle_{Q(\Lambda)} \right\},
\]

\[
Q(\Lambda) = C_\Lambda P(\Lambda) \exp \left\{ \langle \log P(O, Z | \Lambda) \rangle_{Q(Z)} \right\},
\]

where \( \langle \cdot \rangle_Q \) denotes the expectation with respect to \( Q \), \( C_Z \) and \( C_\Lambda \) are the normalization terms of \( Q(Z) \) and \( Q(\Lambda) \), respectively. Since the obtained VB posterior distributions \( Q(\Lambda) \) and \( Q(Z) \) are dependent on each other, these updates should be iterated as the EM algorithm, which increases the value of the objective function \( \mathcal{F} \) at each iteration until convergence.

Although the Bayesian approach achieved higher performance than the ML approach [3], the local maxima problem in the Bayesian approach is more serious than in the ML-based approach because the Bayesian approach treats not only state sequences but also model parameters as latent variables. Therefore, the optimization algorithm is important for the VB method. To optimize the training algorithm, we applied the DAEM algorithm to the VB method [14].

\[2.3 \quad \text{DAEM Algorithm for Variational Bayesian Method}\]

To adopt the DAEM algorithm [13] to the variational Bayesian method, the lower bound of the log marginal likelihood \( \mathcal{F} \) (Eq. (6)) can be written as follows:

\[
\mathcal{F} = \sum_Z \int Q(Z, \Lambda) \log P(O, Z | \Lambda) P(\Lambda) d\Lambda
- \sum_Z \int Q(Z, \Lambda) \log Q(Z, \Lambda) d\Lambda.
\]

From the view of statistical physics, the lower bound \( F \) corresponds to the negative of the Helmholtz free energy with temperature \( T = 1 \):

\[
\mathcal{F}_{\text{Helmholtz}} = E - KS,
\]

where \( E \) and \( S \) denote the internal energy and the entropy, corresponding to the first and second term of Eq. (11) respectively. For the DAEM algorithm, the inverse temperature parameter \( \beta = 1/\mathcal{T} \) is introduced and a new objective function \( \mathcal{F}_\beta \) is defined:

\[
\mathcal{F}_\beta = \frac{1}{\beta} \sum \int \hat{Q}(Z, \Lambda) \log \frac{P^\beta(O, Z | \Lambda) P^\beta(\Lambda)}{\hat{Q}(Z, \Lambda)} d\Lambda.
\]

This function can also be redefined:

\[
\mathcal{L}_\beta = \frac{1}{\beta} \log \sum Z \int P^\beta(O, Z | \Lambda) P^\beta(\Lambda) d\Lambda.
\]

To obtain the VB posterior distributions, the constraint \( (\hat{Q}(Z, \Lambda) = \hat{Q}(Z)\hat{Q}(\Lambda)) \) is applied to the lower bound \( \mathcal{F}_\beta \).

In the deterministic annealing process, since temperature denotes \( 1/\beta \), the temperature parameter \( \beta \) is gradually increased and the form of the VB posterior distributions depends on each temperature parameter. When \( \beta = 1 \), \( \hat{Q}(Z) \) and \( \hat{Q}(\Lambda) \) take a form nearly uniform distribution. While the temperature is decreasing, the form of \( \hat{Q}(Z) \) and \( \hat{Q}(\Lambda) \) become close to each original posterior distribution. Finally at the temperature \( \beta \leq 1 \), \( \hat{Q}(Z) \) and \( \hat{Q}(\Lambda) \) take each original posterior distribution, and the reliable model parameters can be estimated without the effect of the local maxima problem.

\[3. \quad \text{Bayesian Speech Recognition Using Multiple Model Structures}\]

Recently, to improve the model complexity, some approaches were reported using multiple model structures (e.g., random forest [9], ROVER [8], and the model structure annealing [10]). Although various integration techniques and criteria can be considered, this paper focuses on model structure integration based on the Bayesian framework in acoustic modeling.

\[3.1 \quad \text{Marginal Likelihood Function Including Multiple Model Structures}\]

For considering the proposed framework of using multiple model structures based on the Bayesian approach for speech recognition, we define a marginal likelihood function which includes model structures as a latent variable as follows:

\[
\log P(O) = \log \sum_m \sum_Z \int P(O, Z, m, \Lambda_m) d\Lambda_m.
\]

\*"Conditionally independent" means that the distribution is assumed to be independent under the condition that observation \( O \) and structure \( m \) are given. Even the variables of the prior distribution (distribution without the condition) are independent, the variables of the posterior distribution (distribution with the condition) are usually dependent each other by the condition. Therefore the conditional independent assumption (Eq. (8)) can be regarded as a kind of approximation.
\[
P(O, Z, m, \Lambda_m) = P(O, Z \mid m, \Lambda_m)P(\Lambda_m \mid m)P(m),
\]
where \(m \in \{1, \ldots, M\}\) indexes model structures, \(\Lambda_m \in \{A_1, \ldots, A_M\}\) denotes a set of model parameters for the \(m\)-th model structure, and the prior distribution \(P(\Lambda_m \mid m)\) is calculated from each model structure \(m\). Note that this paper regards a structure of a phonetic decision tree as a model structure. In Eq. (18), the state sequence \(Z\) is not dependent of the model structures \(m\). This means that the state sequences are estimated from a combination of the multiple model structures, and it is expected reliable posterior distributions of state sequences are estimated. However, the proposed method also treats the model structures as a latent variable, the local maxima problem is more serious than the conventional Bayesian method. Therefore, the proposed framework should adopt the deterministic annealing process for the training algorithm.

3.2 Applying DAEM Algorithm to Proposed Framework

We redefine the free energy function which based on the marginal likelihood function (Eq. (17)) as follows:

\[
\tilde{F}_\beta = \frac{1}{\beta} \sum_m \sum_Z \sum \log P^\beta(O, Z \mid m, \Lambda_m)
\times P^\beta(\Lambda_m \mid m)P^\beta(m)d\Lambda_m.
\]

The difference of the new free energy function from Eq. (14) is that model structure \(m\) is added as a latent variable. The lower bound of the free energy function \(\tilde{F}_\beta\) is defined by using Jensen’s inequality:

\[
\tilde{F}_\beta = \frac{1}{\beta} \sum_m \sum_Z \sum \tilde{Q}(Z, m, \Lambda_m)
\times \log \frac{P^\beta(O, Z \mid m, \Lambda_m)P^\beta(\Lambda_m \mid m)P^\beta(m)}{\tilde{Q}(Z, m, \Lambda_m)}d\Lambda_m.
\]

An arbitrary distribution \(\tilde{Q}(Z, m, \Lambda_m)\) has a combination of the three latent variables, and it makes the objective function more complicated than the conventional method which uses only one model structure. To obtain approximate posterior distributions, we assume the following constraint:

\[
\tilde{Q}(Z, m, \Lambda_m) = \tilde{Q}(Z)\tilde{Q}(m)\tilde{Q}(\Lambda_m \mid m).
\]

Note that the dependency between model parameters and model structures remains as the prior distribution in Eq. (18). Under this constraint, by maximizing the lower bound \(\tilde{F}_\beta\), the optimal posterior distributions \(\tilde{Q}(Z), \tilde{Q}(m)\) and \(\tilde{Q}(\Lambda_m \mid m)\) are obtained:

\[
\tilde{Q}(Z) = C_Z \exp\left(\left\{\left(\log P^\beta(O, Z \mid m, \Lambda_m)\right)_{\tilde{Q}(\Lambda_m \mid m)}\right\}_{\tilde{Q}(m)\tilde{Q}(Z)}\right),
\]

\[
\tilde{Q}(m) = C_m P^\beta(m) \exp\left(\left\{\left(\log P^\beta(O, Z \mid m, \Lambda_m)\right)_{\tilde{Q}(Z)}\times \log P^\beta(\Lambda_m \mid m)_{\tilde{Q}(\Lambda_m)}\right\}_{\tilde{Q}(m)\tilde{Q}(Z)}\right),
\]

\[
\tilde{Q}(\Lambda_m \mid m) = C_{\Lambda_m} P^{\hat{\beta}}(\Lambda_m \mid m)
\times \exp\left(\left\{\left(\log P^{\hat{\beta}}(O, Z \mid m, \Lambda_m)\right)_{\tilde{Q}(Z)}\right\}_{\tilde{Q}(m)\tilde{Q}(\Lambda_m)}\right).
\]

From Eqs. (22), (23) and (24), since the optimal variational posterior distributions \(\tilde{Q}(Z), \tilde{Q}(m)\) and \(\tilde{Q}(\Lambda_m \mid m)\) depend on each other, these distributions should be updated iteratively in the deterministic annealing framework. Since a set of model parameter \(\Lambda_m\) consist of the parameters of transition probability \(\Lambda^{(a)}\) and output probability \(\Lambda^{(b)}\). Eqs. (22) and (24) are rewritten as:

\[
\tilde{Q}(Z) = C_Z \exp\left(\left\{\left(\log P^{\beta}(O, Z \mid \Lambda^{(a)})\right)_{\tilde{Q}(\Lambda^{(a)})}\right\}_{\tilde{Q}(m)\tilde{Q}(Z)}\right),
\]

\[
\tilde{Q}(m) = C_m P^{\beta}(m) \exp\left(\left\{\left(\log P^{\beta}(O, Z \mid m, \Lambda^{(a)})\right)_{\tilde{Q}(\Lambda^{(a)})}\times \log P^{\beta}(\Lambda^{(b)} \mid m)_{\tilde{Q}(\Lambda^{(b)})}\right\}_{\tilde{Q}(m)\tilde{Q}(Z)}\right),
\]

where the state transition probability \(\Lambda^{(a)}\) is independent of the model structure \(m\). The VB posterior distribution \(\tilde{Q}(Z)\) takes the same form of the posterior distribution based on the ML criterion: \(\exp \left(\log P^{\beta}(O, Z \mid \Lambda^{(a)})\right)_{\tilde{Q}(\Lambda^{(a)})}\) and \(\exp \left(\log P^{\beta}(O, Z \mid m, \Lambda^{(b)})\right)_{\tilde{Q}(\Lambda^{(b)})}\) correspond to the state transition probability and the output probability respectively, and \(\tilde{Q}(m)\) can be regarded as a stream weight of multi-stream HMMs. Thus, the state occupancy is calculated from the Forward-Backward algorithm as the standard multi-stream HMMs (This step is called VB-E step). However, contrary to the standard multi-stream HMMs, the proposed method can estimate the stream weights as the update of posterior distribution \(\tilde{Q}(m)\) automatically. Updates of \(\tilde{Q}(\Lambda^{(a)})\) and \(\tilde{Q}(\Lambda^{(b)} \mid m)\) correspond to the M-step in the standard EM algorithm (This step is called VB-M step). Additionally, the concrete forms of \(\tilde{Q}(Z), \tilde{Q}(m), \tilde{Q}(\Lambda_m \mid m)\) and the normalization terms is written in the appendix. In the proposed framework, the multiple model structures are previously constructed and the context clustering is not conducted during the annealing process. If infinite number of model structures can be used, the proposed method is theoretically regarded as performing the context clustering at each annealing step. Although the proposed method can use only a finite number of the model structures in practice, the reliable model parameters can be estimated by using the multiple model structures.

Since the proposed framework adopts the deterministic annealing process for the training algorithm, similar to the Sect. 2.3, the temperature parameter \(\beta\) is gradually increasing from 0 to 1, and at each temperature the posterior distributions are estimated. Figure 1 shows the training process in the proposed method. As this figure, at the initial temperature \((\beta \approx 0)\), the variational posterior distributions \(\tilde{Q}(Z), \tilde{Q}(m)\) and \(\tilde{Q}(\Lambda_m \mid m)\) take a form nearly uniform distribution. This means that all model structures can be used almost uniformly used for estimating the model parameters.
and the state sequences in the initial step. While the temperature is decreasing ($\beta \to 1$), the form of $\tilde{Q}(Z)$, $\tilde{Q}(m)$ and $\tilde{Q}(\Lambda_m | m)$ change to each original posterior distribution. At the final temperature ($\beta = 1$), $\tilde{Q}(Z)$, $\tilde{Q}(m)$ and $\tilde{Q}(\Lambda_m | m)$ take each original posterior distribution. Through this process, the optimal posterior probability of each model structure can be automatically estimated.

3.3 Related Approaches

We reported the approximation method of the joint optimization of the state sequences and model structures based on the ML-based speech recognition [10]. This framework depends on the negative free energy function which is defined as follows:

$$ L_\beta(\Lambda) = \frac{1}{\beta} \log \sum_{Z} \sum_{m} P^\beta(O, Z | m, \Lambda) P^\beta(m). $$

(28)

Comparing this function with the function of the proposed method, the previous work can be regarded as the proposed method which produced a point estimation of model parameters. In the ML-based framework, there was a serious problem that accurate posterior probabilities of the model structures cannot be selected automatically. This is because the ML criterion selects the largest model structure, and the largest model structure is not always adequate. On the other hand, the Bayesian criterion can be used to select the adequate model structure [7]. Thus, the proposed method can estimate the adequate posterior distributions of the model structures and be expected to improve the speech recognition performance.

From another point of view, the proposed method has a similarity to the non-parametric Bayesian method [6], [15] because both methods use multiple model structures with different complexities and are integrated based on the Bayesian framework. The main difference between them is that the non-parametric Bayesian method assumes processes to generate multiple model structures for each data sample. Although the proposed method simply prepared multiple model structures, it still has the effect of model structure marginalization and can be performed without increasing the complexity of the training process.

Random forest [9] is one of the techniques using multiple model structures. There are some different points between the random forest (RF) method and the proposed method. One of the different points is how to construct the model structures. The RF method is changing the data set or question set for constructing other model structures. Although the proposed method can also use these methods, we use the Bayesian framework for constructing the adequate model structures. Another point is how to use multiple model structures. In the RF method, several methods of model combination have been tried, because there is no criteria for deciding the combination weights. The proposed method can automatically estimate the posterior probability of each model structure.

In recent state-of-the-art speech recognition systems, discriminative approaches have been used [17], [18]. Contrary to this, the proposed method is based on a generative model of the observations as the conventional HMM based speech recognition. However, the most discriminative approaches use structures of generative statistical models, and finding the appropriate model structures is still essential problem of speech recognition. Therefore, the authors think that the idea of using multiple model structures and integration based on the consistent statistical criterion are useful and available for various approaches including discriminative approaches in future work.

4. Experiments

4.1 Experimental Conditions

We conducted speaker independent experiments on continuous phoneme recognition to evaluate the effectiveness of the proposed method, where training data from 18,823 Japanese sentences and testing data from 100 sentences were prepared from Japanese Newspaper Article Sentences (JNAS). Speech signals were sampled at a frequency of 16 kHz and windowed at 10-ms frame rates using a 25-ms Hamming window. The spectrum parameter vectors consisted of 12-order MFCC and their delta and delta-delta coeffi-
ents. Three-state left-to-right HMMs were used to model
triphones consisting of 43 Japanese phonemes and 204 ques-
tions were prepared for context clustering. All state output
probability distributions were modeled by using a Gaussian
distribution with a diagonal covariance matrix. The five al-
gorithms below were compared in this experiment.
• Flat-start: HMMs were initialized by flat-start training
and trained with the EM algorithm (the EM-steps were iterated 200 times).
• DAEM: HMMs were initialized by flat-start training
and trained with the DAEM algorithm.
• Mtree: HMMs were initialized by flat-start training
and trained with the DAEM algorithm with multiple model
structures.
• Label10: HMMs were initialized with the segmental
k-means algorithm using phoneme boundary labels and
trained with the EM algorithm (the EM-steps were iterated 10 times).
• Label200: HMMs were initialized with the segmental
k-means algorithm using phoneme boundary labels and
trained with the EM algorithm (the EM-steps were iterated 200 times).

The ML and Bayes criteria could be applied to all five algo-
rithms, and comparative methods were represented by com-
bining the algorithms and criteria. Mtree(Bayes) is the new
proposed method and Mtree(ML) is the previous method
we proposed using the ML criterion reported in [10]. DAEM
methods using a single model structure DAEM(ML) and
DAEM(Bayes) were also compared with the proposed
method and their details have been reported [14], [19]. Prior
distributions and model selection of the Bayesian meth-
ods are automatically optimized by using the cross valida-
tion [7]. It is desirable to use multiple model structures.
However, when the several model structures are used, we
need to determine many conditions (e.g., the size and struc-
ture of trees, and the number of trees). Although how to de-
termine the number of model structures and how to construct
multiple model structures are essential problems for the pro-
posed method, in this experiment, we only focus on the eval-
uation of the integration part of multiple model structures.
Therefore, this experiment simply used only two kinds of
model structures for the proposed framework. At first, to
prepare a single model structure for the approaches utilizing
a single model structure (Flat-start, DAEM, Label10,
and Label200), two model structures based on the ML and
Bayes criteria are constructed as follows:
• ML: a model structure was selected by using the mini-
mum description length (MDL) criterion. This structure
had 4,021 leaf nodes.
• Bayes: a model structure was selected by using the
Bayesian criterion utilizing 200-folds cross valida-
tion [7]. This structure had 18,099 leaf nodes (CV-
Bayes).

A model structure representing each monophone model is
also prepared for Mtree(ML) and Mtree(Bayes). The
monophone structure had 129 leaf nodes. Since the an-
nealing process is sensitive to the temperature update func-
tion, there are many reports how to determine the anneal-
ing schedule [20], [21]. On the other hand, it is empirically
known that the exponential function works well without pre-
liminary examinations. Therefore, the exponential func-
tion (Eq. (29)) was used in this experiment. The number of
temperature parameter updates was set to 20 (I = 20), and
EM-steps were iterated 10 times at each temperature. The
temperature parameter β was updated by
\[
β(i) = \left(\frac{I}{i}\right)^{\alpha}, \quad i = 0, \ldots, I,
\]
where i denotes the number of iterations of temperature up-
dates, and n was varied to n = 2^α, (α = −3, . . . , 3). Because
the EM-steps in DAEM were iterated a total of 200 times,
the EM-steps in Flat-start and Label200 were iterated 200
times. Since it is difficult to estimate the accurate poste-
rior probabilities of the model structures in Mtree(ML), we
heuristically assumed that Q_{ML}(m) would be updated by the
following linear functions:
\[
Q_{ML}(Monophone) = 0.5(1 - \frac{i}{I}),
\]
\[
Q_{ML}(MDL) = 0.5(1 + \frac{i}{I}).
\]
Figures 2 and 3 show plots of the schedules of the tempera-
ture parameter β and the update schedules of Q_{ML}(m). Note
that the proposed method does not require pre-determined
posterior probabilities of the model structures such as
Eqs. (30) and (31). Note that Mtree(Bayes) does not require
pre-determined posterior probabilities of the model struc-
tures.

4.2 Experimental Results

4.2.1 Single Mixture Experiment

Figure 4 summarized the upper bounds of the log marginal
likelihood \( \hat{L}_{\beta} \) for the training data. The temperature up-
date schedules were adjusted to obtain the highest marginal
likelihood (α = 0). The table indicates that the marginal likelihood of Flat-start was lowest for the Bayesian methods. This is because HMMs were initialized by inappropriate initial posterior distributions using no phoneme boundaries. Although DAEM also used no phoneme boundaries, the marginal likelihood of DAEM was improved from that of Flat-start. This indicates the DAEM algorithm effectively solved the local maxima problem. Mtree obtained the highest marginal likelihood of the Bayesian methods. Moreover, Mtree could achieve a higher marginal likelihood than the methods using label information (Label10 and Label200). This demonstrates that the method using multiple model structures could estimate more reliable posterior distributions than the conventional Bayesian methods.

Figure 5 shows the phoneme accuracy for each method. The temperature schedules were adjusted to obtain the best phoneme accuracy (DAEM(ML): α = 0, Mtree(ML): α = 1, DAEM(Bayes): α = 0, Mtree(Bayes): α = 0). Comparing the ML-based methods with the Bayesian methods, all Bayesian methods were more accurate than those that were ML-based. This confirmed the effectiveness of the Bayesian approach for speech recognition. Similar to the comparison of marginal likelihoods, Mtree achieved the highest accuracy of methods using no phoneme boundaries (Flat-start, DAEM and Mtree) in both criteria. Moreover, the improvement for Mtree was higher than that for DAEM by comparing the improvements from the ML criterion to the Bayesian criterion between DAEM and Mtree methods. This means that consistently optimizing the model parameters and model structures based on the Bayesian criterion effectively improved recognition. While Mtree(Bayes) yielded higher accuracy than Label10(Bayes), Mtree(Bayes) could not achieve the accuracy of Label200(Bayes). Since Label200 obtained higher accuracy than Label10 in both criteria, Mtree(Bayes) might be able to obtain higher accuracy when we adjust the number of iterations or the schedule for temperature updates.

The posterior probabilities of the model structures in Mtree(ML) were in proportion to the likelihoods obtained by the ML estimates in all model structures. Since a larger model structure obtained a higher likelihood in the ML criterion, the largest model structure was always selected. However, this was inappropriate in most cases due to the overfitting problem. A heuristic approach to control the posterior probabilities of model structures is required to avoid this problem. However, when the number of model structures increases, it is difficult to use such heuristics to obtain an appropriate posterior distribution. In contrast, Mtree(Bayes) could automatically estimate accurate posterior distributions of model structures. Figure 6 plots the posterior distribution of model structures with all temperature schedules during the training process. It can be seen that the posterior probability of the larger model structure (CV-Bayes) gradually increased begin dependent on the temperature parameter to
estimate the posterior distributions of the model parameters and state sequences in the early stages. Since the posterior distribution of the model structures was automatically estimated based on the Bayesian criterion, we could easily increase the number of model structures without heuristics, and we intend to investigate the effectiveness of using more than two model structures in future work.

5. Conclusions

This paper proposed a Bayesian framework using multiple model structures for speech recognition. For integrating the multiple model structures, the proposed method treated not only the state sequences and the model parameters but also the model structures as latent variables. Furthermore, for estimating the appropriate acoustic models, the DAEM algorithm was applied to the proposed framework. The speech recognition experiment showed the optimal posterior distributions of the model structures can be estimated automatically and a higher performance can be obtained.

As future work, we will investigate the effect of increasing the number of model structures and consider the optimization of the annealing schedules. We will also perform the word recognition experiments and using Gaussian mixture models.
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Appendix: The concrete forms of the posterior distributions and the normalization terms

A.1 The Concrete Form of \(\tilde{Q}\)

\[\tilde{Q}(\pi) = C_\pi \exp\left(\sum_{i=1}^{N} \langle Z_i \rangle \log \pi_i \right) \]  

(A-1)

\[\tilde{Q}(\Lambda^{(\alpha)}) = \tilde{Q}(\alpha_i) = C_\alpha \exp\left(\sum_{i=1}^{N} \sum_{t=1}^{T-1} \langle Z_i Z_{i+1} \rangle \log \alpha_{ij} \right) \]  

(A-2)

\[\tilde{Q}(\Lambda^{(\mu)} | m) = \tilde{Q}(\mu_{im}, \sigma_{im}) = C_{\mu, \sigma} \exp\left(\sum_{i=1}^{N} \langle Z_i \rangle \log N^\beta(\mu_{im}, \sigma_{im}) \right) \]  

(A-3)
\[ \hat{Q}(Z) = C_Z \prod_{i=1}^{N} \exp \left[ \theta_i \langle \log \pi_i \rangle_{\hat{Q}(\pi)} \right] \times \prod_{t=1}^{T-1} \prod_{i=1}^{N} \prod_{j=1}^{N} \exp \left[ \theta_{ij} \langle \log a_{ij} \rangle_{\hat{Q}(a)} \right] \times \prod_{i=1}^{T} \prod_{j=1}^{N} \exp \left[ \theta_{ij} \langle \log N(o_t | \mu_{im}, S_{im}) \rangle_{\hat{Q}(\mu_{im}, S_{im})} \right] \]

\[ \hat{Q}(m) = C_m P^0(m) \frac{\exp \left[ \sum_{t} \langle \log \pi_i \rangle_{\hat{Q}(\pi)} \right]}{\prod_{i} \langle \log \pi_i \rangle_{\hat{Q}(\pi)}} \]

A.2 Prior Distribution

In the Bayesian approach, a conjugate prior distribution is widely used as a prior distribution. Prior distributions are respectively represented as follows.

\[ P(\pi) = \mathcal{D}(\pi |_{j=1}^{N} | \{ \phi_i \}_{i=1}^{N}) \]

\[ P(a_t) = \mathcal{D}(a_t |_{j=1}^{N} | \{ a_{ij} \}_{j=1}^{N}) \]

\[ P(\mu_{im}, S_{im}) = \mathcal{N}(\mu_{im} | \nu_i, \Sigma_{im})^{-1}) \mathcal{W}(S_{im} | \eta_i, B_i) \]

A.3 Update of Posterior Distribution

The posterior distribution of model parameters \( \hat{Q}(\Lambda) \) can be updated by sufficient statistics of the training data as follows.

\[ \check{\phi}_i = \phi_i + \langle Z_i \rangle \]

\[ \check{\alpha}_{ij} = \alpha_{ij} + \check{T}_{ij} \]

\[ \check{\xi}_{im} = \xi_{im} + \check{T}_i \]

\[ \check{\eta}_im = \eta_{im} + \check{T}_i \]

\[ \check{\nu}_{im} = \frac{\check{T}_i \check{\nu}_{im} + \xi_{im} \check{\nu}_{im}}{\check{T}_i + \xi_{im}} \]

\[ \check{B}_{im} = \check{T}_i \check{C}_i + B_{im} \]

where the sufficient statistics \( T_i, T_{ij}, \check{\nu}_i, \check{C}_i \) are represented as follows.

\[ T_i = \sum_{r=1}^{T} \langle Z_i^r \rangle \]

\[ T_{ij} = \sum_{r=1}^{T-1} \langle Z_i^r Z_j^{r+1} \rangle \]

\[ \check{\nu}_i = \frac{1}{T_i} \sum_{r=1}^{T} \langle Z_i^r \rangle_{o_t} \]

\[ C_i = \frac{1}{T_i} \sum_{r=1}^{T} \langle Z_i^r \rangle (o_t - \check{\nu}_i)(o_t - \check{\nu}_i)^T \]
A.4 Normalization Terms

\[
C_A = \frac{\sum_{i=1}^{N} C_{ai} \cdot N \prod_{i=1}^{N} C_{\mu_{ai} S_{ai}}}{C_{\pi}} \quad (A-24)
\]

\[
C_{\pi} = \frac{C_{D_{\pi}} \cdot C_{\tilde{Q}_{\pi}}}{\bar{Q}_{\pi}} = \frac{\prod_{i=1}^{N} \Gamma(\tilde{Q}_{\pi}^{N} \beta)}{\prod_{i=1}^{N} \prod_{j=1}^{D_i} \Gamma(\tilde{Q}_{\pi} \beta)} \quad (A-25)
\]

\[
C_{ai} = \frac{C_{\tilde{D}_{ai}} \cdot C_{\tilde{X}_{ai}}}{\tilde{X}_{ai}} = \frac{\prod_{i=1}^{N} \Gamma(\tilde{Q}_{ai}^{N} \beta)}{\prod_{i=1}^{N} \prod_{j=1}^{D_i} \Gamma(\tilde{Q}_{ai} \beta)} \quad (A-26)
\]

\[
C_{\mu_i, S_i} = \frac{\bar{C}_{N_i} \bar{C}_{W_i}}{C_N C_{W_i}} \frac{(2\pi)^{\frac{n_i D}{2}} \frac{\text{det}(S_{im})}{\prod_{j=1}^{D_j} \Gamma(\tilde{Q}_{im}^{D_j} \beta_j)}} \quad (A-27)
\]

\[
C_{N_i} = \frac{(2\pi)^{\frac{n_i D}{2}} \frac{\text{det}(S_{im})}{\prod_{j=1}^{D_j} \Gamma(\tilde{Q}_{im}^{D_j} \beta_j)}} \quad (A-28)
\]

\[
C_{W_i} = \frac{B_{im}^{\frac{n_i}{2}} \prod_{j=1}^{D_j} \Gamma(\tilde{Q}_{im}^{D_j} \beta_j)}{2^{n_i D} \prod_{j=1}^{D_j} \Gamma(\tilde{Q}_{im}^{D_j} \beta_j)} \quad (A-29)
\]

The normalization term \( C_m \) can be defined by using \( \sum_m \tilde{Q}(m) = 1 \),

\[
C_m = \frac{1}{\sum_m \tilde{Q}(m)} \quad (A-30)
\]
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