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Chapter 1

Introduction

1.1 Research Background

Image processing is essential to realize various applications. Edge-preserving filters [1–5] are the basic tools used for image processing. Representative filtering include bilateral filtering [1,2], non-local means filtering [3], and guided image filtering [4–6]. These filters are used in various applications, such as image denoising [3, 7], high dynamic range imaging [8], detail enhancement [9–11], free viewpoint image rendering [12], flash/no-flash photography [13,14], up-sampling/super resolution [15,16], alpha matting [17,18], haze removal [19], optical flow and stereo matching [20], refinement processing in optical flow and stereo matching [21,22], and coding noise removal [23,24].

These filters have high computational cost because they compute adaptively for each pixel. Several acceleration algorithms have been proposed for the bilateral filtering [8, 25–33] and non-local means filtering [25,31,34,35]. These algorithms reduce the computational order of these filtering. The order of a naïve algorithm is $O(r^2)$, where $r$ is the kernel radius. The order of separable approximation algorithms [25,26] is $O(r)$ and that of constant-time algorithms [28–37] is $O(1)$. In multi-channel image filtering with intermediate-sized kernels, the constant-time algorithms tend to be slower than the naïve algorithms owing to the curse of dimensionality [28], which indicates that the computational cost increases exponentially with increasing dimensions. Furthermore, when the kernel radius is small, a naïve algorithm can be faster than algorithms of the order $O(r)$ or $O(1)$ owing to the offset times of the latter algorithms. Therefore, we should also consider another acceleration approach by hardware, such as central processing units.

Moore’s law [38] indicates that the number of transistors on an integrated circuit will double every two years. Early in the development of integrated
circuits, the increased numbers of transistors were largely devoted to increase clock speeds of CPUs. However, the CPU frequency is limited by power and thermal constraints; therefore, the utilization of the increased numbers of transistors has become complex [39]. Nowadays, most CPUs have multi-core architectures, complicated cache memories, and short vector processing units. Hence, in the early stage, due to growing CPU frequency, the performance of software improved without software optimization. However, nowadays, the performance cannot be improved without the optimization, such as cache-efficient parallelized and vectorized programming. This fact is called “The Free Lunch Is Over.” [40]

Flynn’s taxonomy [41] categorizes multi-core parallel programming as multiple-instruction, multiple data (MIMD) type and vectorized programming as single-instruction, multiple data (SIMD) type. Single-instruction, multiple threads (SIMT) is the same concept as SIMD in GPUs. Vectorization and parallelization can be simultaneously used in image processing applications. Vectorized programming, however, requires harder constraints than parallel programming in data structures. Vendor’s short SIMD architectures, such as MMX, Streaming SIMD Extensions (SSE), Advanced Vector Extensions (AVX)/AVX2, AVX-512, AltiVec, and NEON, are expected to develop rapidly, and vector lengths will become longer [42]. SIMD instruction sets are changed by the microarchitecture of the CPU. This implies that vectorization is critical for effective programming.

To accelerate the edge-preserving filtering, we should be considering implementation of them for CPU microarchitectures. In this dissertation, we aim acceleration of the edge-preserving filtering and organize cyclopaedically effective implementation on CPU microarchitectures. Also, we focus on acceleration of upsampling and detail enhancement, which are one of application in the edge-preserving filtering.

### 1.2 Edge-Preserving Filtering

#### 1.2.1 FIR Filtering

General edge-preserving filtering in finite impulse response (FIR) filtering is represented as follows:

\[
\bar{I}(p) = \frac{1}{\eta} \sum_{q \in N(p)} f(p,q) I(q),
\]  

(1.1)

where \(I\) and \(\bar{I}\) are the input and output images, respectively. \(p\) and \(q\) are the present and reference positions of pixels, respectively. A kernel-shaped
function $\mathcal{N}(p)$ comprises a set of reference pixel positions, and it varies for every pixel $p$. The function $f(p, q)$ denotes the weight of position $p$ with respect to the position $q$ of the reference pixel. $\eta$ is a normalizing function. If the gain of the FIR filter is one, we set the normalizing function as follows:

$$\eta = \sum_{q \in \mathcal{N}(p)} f(p, q).$$  \hspace{1cm} (1.2)

The edge-preserving filtering smooths an image while edges are kept. Various types of weight functions are employed in edge-preserving filtering. The edge-preserving filter can typically be decomposed into range and/or spatial kernels, which depend on the value and position of each pixel, respectively. The spatial kernel is invariant across all pixels. By contrast, the range kernel is variant. Thus, the range kernel is computed adaptively for each pixel, which means the process of edge-preserving filtering is computationally expensive.

### 1.2.2 Bilateral Filtering

The weight of the bilateral filter is expressed as follows:

$$f(p, q) := \exp\left(\frac{\|p - q\|_2^2}{-2\sigma_s^2}\right) \exp\left(\frac{\|I(p) - I(q)\|_2^2}{-2\sigma_r^2}\right),$$  \hspace{1cm} (1.3)

where $\|\cdot\|_2$ is the L2 norm and $\sigma_s$ and $\sigma_r$ are the standard deviations of the spatial and the range kernels, respectively. The weight of the bilateral filter is determined by considering the similarity between the color and spatial distance between a target pixel and that of the reference pixel.

### 1.2.3 Non-Local Means Filtering

The weight of the non-local means filter is as follows:

$$f(p, q) := \exp\left(\frac{\|v(p) - v(q)\|_2^2}{-h^2}\right),$$  \hspace{1cm} (1.4)

where $v(p)$ represents a vector, which includes a square neighborhood of the center pixel $p$. $h$ is a smoothing parameter. The weight of the non-local means filter is defined by computing the similarity between the patch on the target pixel and that on the reference pixel. It is similar to the range weight of the bilateral filter for a multi-channel image.
1.2.4 Guided Filtering

The guided filtering converts local patches in an input image by a linear transformation of a guide image. Let the guide signal be $I$. The output $q$ is assumed as follows:

$$q_i = a_k I_i + b_k, \forall i \in \omega_k$$

(1.5)

where $k$ indicates a center position of a rectangular patch $\omega_k$, and $i$ indicates a position of a pixel in the patch. $a_k$ and $b_k$ are coefficients for the linear transformation. The equation represents that guide signals in a patch are linearly converted by the coefficients.

The coefficients are calculated by a linear regression of the input signal $p$ and (1.5).

$$\arg \min_{a_k, b_k} \sum_{i \in \omega_k} ((a_k I_i + b_k - p_i)^2 + \epsilon a_k^2)$$

(1.6)

The coefficients are estimated as follows;

$$a_k = \frac{\text{cov}_k(I, p)}{\text{var}_k(I) + \epsilon}, \quad b_k = \bar{p}_k - a_k \bar{I}_k,$$

(1.7)

where $\epsilon$ indicates a parameter of smoothing degree. $\bar{\cdot}_k$, $\text{cov}_k$ and $\text{var}_k$ indicate mean, variance, and covariance values of the patch $k$. The coefficients are over overlapping in the output signals; thus, these coefficient are averaged.

$$\bar{a}_i = \frac{1}{|\omega|} \sum_{k \in \omega_i} a_k, \quad \bar{b}_i = \frac{1}{|\omega|} \sum_{k \in \omega_i} b_k,$$

(1.8)

$|\cdot|$ indicates the number of elements in the set. Finally, the output is calculated as follows;

$$q_i = \bar{a}_i I_i + \bar{b}_i,$$

(1.9)

For color filtering, let input, output and guidance signals be $p = \{p^1, p^2, p^3\}$, $q^n (n = 1, 2, 3)$, and $I$, respectively. The per channel filtering output is defined as follows;

$$q^n_i = a^n_i I_i + b^n_i,$$

(1.10)

$$\bar{a}^n_i = \frac{1}{|\omega|} \sum_{k \in \omega_i} a^n_k, \quad \bar{b}^n_i = \frac{1}{|\omega|} \sum_{k \in \omega_i} b^n_k,$$

(1.11)
1.3. Overview of CPU Microarchitectures

Table 1.1: CPU microarchitectures of Intel Core series Extreme Editions. In each CPU generation, the Extreme Edition versions offer the highest performance on the consumer level.

<table>
<thead>
<tr>
<th>Generation</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
</tr>
</thead>
<tbody>
<tr>
<td>codename</td>
<td>Gulftown</td>
<td>Sandy Bridge</td>
<td>Ivy Bridge</td>
<td>Haswell</td>
<td>Broadwell</td>
<td>Skylake</td>
</tr>
<tr>
<td>model</td>
<td>990X</td>
<td>3970X</td>
<td>4960X</td>
<td>5960X</td>
<td>6950X</td>
<td>7980XE</td>
</tr>
<tr>
<td>lithography</td>
<td>32 nm</td>
<td>32 nm</td>
<td>32 nm</td>
<td>22 nm</td>
<td>14 nm</td>
<td>14 nm</td>
</tr>
<tr>
<td>base frequency [GHz]</td>
<td>3.46</td>
<td>3.50</td>
<td>3.60</td>
<td>3.00</td>
<td>3.00</td>
<td>2.60</td>
</tr>
<tr>
<td>max turbo frequency [GHz]</td>
<td>3.73</td>
<td>4.00</td>
<td>4.00</td>
<td>3.50</td>
<td>3.50</td>
<td>4.20</td>
</tr>
<tr>
<td>number of cores</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>18</td>
</tr>
<tr>
<td>L1 cache (×number of cores)</td>
<td>64 KB (data cache 32 KB, instruction cache 32 KB)</td>
<td>256 KB</td>
<td>256 KB</td>
<td>256 KB</td>
<td>256 KB</td>
<td>1 MB</td>
</tr>
<tr>
<td>L2 cache (×number of cores)</td>
<td>256 KB</td>
<td>256 KB</td>
<td>256 KB</td>
<td>256 KB</td>
<td>256 KB</td>
<td>256 KB</td>
</tr>
<tr>
<td>L3 cache</td>
<td>DDR3-1866</td>
<td>DDR3-1600</td>
<td>DDR3-1866</td>
<td>DDR4-2133</td>
<td>DDR4-2133</td>
<td>DDR4-2666</td>
</tr>
<tr>
<td>memory types</td>
<td>DDR3-1866</td>
<td>DDR3-1600</td>
<td>DDR3-1866</td>
<td>DDR4-2133</td>
<td>DDR4-2133</td>
<td>DDR4-2666</td>
</tr>
<tr>
<td>max number of memory channels</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>SIMD instruction sets</td>
<td>SSE4.2</td>
<td>SSE4.2</td>
<td>SSE4.2</td>
<td>AVX</td>
<td>FMA3</td>
<td>FMA3</td>
</tr>
</tbody>
</table>

The coefficients $a^n_k$, $b^n_k$ for the linear transformation is obtained as follows:

\[
a^n_k = \frac{\text{cov}_k(I, p^n)}{\text{var}_k(I) + \epsilon E}, \quad b^n_k = p^n_k - a^n_k I_k, \quad (1.12)
\]

where $E$ is an identity matrix. When the output signal is color image, $\text{cov}_k$ is the covariance matrix of the patch in $p$ and $I$. Also, $\text{var}_k$ is the variance of the R, G, and B components, which will be covariance matrix, in the patch of $I$. The division of the matrix is calculated by multiplying the inverse matrix of the denominator from the left. The calculation results of per pixel mean, variance, and covariance are obtained from the box filter. The filter can be implemented with a recursive filter [43], which can work in a constant time per pixel.

1.3 Overview of CPU Microarchitectures

The latest microarchitectures used in Intel CPUs are presented in Table 1.1. The table indicates that CPU frequencies are hardly growing. However, the number of cores is increasing, cache memory size is expanding and the SIMD instruction sets are growing. Therefore, we need to use parallelization and SIMD instruction sets for effective implementation.

SIMD instructions simultaneously calculate multiple data. Hence, high-performance computing utilizes SIMD. The SIMD instructions are classified data-level parallelization. Typical SIMD instructions include streaming SIMD extensions (SSE), advanced vector extensions (AVX)/AVX2 and
AVX512 in order of the oldest to newest [44]. Moreover, fused multiply-add 3 (FMA3) [44] is a special instruction. FMA3 computes \( A \times B + C \) by one instruction. There are three notable changes in SIMD. First, the vector length is growing. For example, the lengths of SSE, AVX/AVX2 and AVX512 are 128 bits (4 float elements), 256 bits (8 float elements) and 512 bits (16 float elements), respectively. Second, several instructions have been added, notably, gather and scatter instructions [42]. These instructions load/store data of discontinuous positions in memory. gather has been implemented in the AVX2, and scatter has been implemented in the AVX512.

1.4 Organization of This Dissertation

This dissertation mainly discusses the acceleration of the edge-preserving filtering and organize effective implementation on CPU microarchitectures. Furthermore, we focus on acceleration and high accuracy of upsampling and detail enhancement, which are one of application in the edge-preserving filtering.

Chapter 2 examines vectorized programming for finite impulse response image filtering. Finite impulse response image filtering occupies a fundamental place in image processing, and has several approximated acceleration algorithms. However, no sophisticated method of acceleration exists for parameter adaptive filters or any other complex filter. For this case, simple subsampling with code optimization is a unique solution. Under the current Moore’s law, increases in central processing unit frequency have stopped. Moreover, the usage of more and more transistors is becoming insuperably complex due to power and thermal constraints. Most central processing units have multi-core architectures, complicated cache memories, and short vector processing units. This change has complicated vectorized programming. Therefore, we first organize vectorization patterns of vectorized programming to highlight the computing performance of central processing units by revisiting the general finite impulse response filtering. Furthermore, we propose a new vectorization pattern of vectorized programming and term it as loop vectorization. Moreover, these vectorization patterns mesh well with the acceleration method of subsampling of kernels for general finite impulse response filters. Experimental results reveal that the vectorization patterns are appropriate for general finite impulse response filtering. A new vectorization pattern with kernel subsampling is found to be effective for various filters. These include Gaussian range filtering, bilateral filtering, adaptive Gaussian filtering, randomly-kernel-subsampled Gaussian range fil-
tering, randomly-kernel-subsampled bilateral filtering, and randomly-kernel-subsampled adaptive Gaussian filtering.

In Chapter 3, we propose acceleration methods for edge-preserving filtering. The filters natively include denormal numbers, which are defined in IEEE standard 754. The processing of denormal numbers has a higher computational; thus, the computational performance of edge-preserving filtering is diminished severely. We propose approaches to prevent the occurrence of denormal numbers. Moreover, we verify an effective vectorized implementation of the edge-preserving filtering based on changes in central processing unit microarchitectures by carefully treating kernel weights. The experimental results show that the proposed methods are up to five times faster than the straightforward implementation of bilateral filtering and non-local means filtering while maintaining high accuracy. In addition, we achieved effective vectorized implementation for each central processing unit microarchitecture. The effective vectorized implementation of the bilateral filter is up to 14 times faster than OpenCV implementation. The proposed methods and the effective vectorized implementation are practical for real-time tasks such as image editing.

In Chapter 4, we propose a framework can handle simultaneous processing of directional cubic convolution interpolation and detail enhancement. As a result of the experiment, the proposed method achieves upsampling with higher precision than the conventional method and at the same time achieves its approximate speedup as a detailed enhancement.

Finally, we conclude our work, in Chapter 5.
Chapter 2

Taxonomy of Vectorization
Patterns of Programming for
FIR Image Filters Using Kernel
Subsampling and New One

2.1 Introduction

Image processing is known as high-load processing. Accordingly, vendors of
central processing units (CPUs) and graphics processing units (GPUs) pro-
vide tuned libraries, such as the Intel Integrated Performance Primitives (In-
tel IPP) and NVIDIA Performance Primitives (NPP). Open-source commu-
nities also provide optimized image processing libraries, such as OpenCV,
OpenVX, boost Generic Image Library (GIL), and scikit-image.

Moore’s law [38] indicates that the number of transistors on an integrated
circuit will double every two years. Early in the development of integrated
circuits, the increased numbers of transistors were largely devoted to increase
clock speeds of CPUs. Power and thermal constraints limit increases in CPU
frequency, and the utilization of the increased numbers of transistors has
become complex [39]. Nowadays, most CPUs have multi-core architectures,
complicated cache memories, and short vector processing units. To maximize
code performance, cache-efficient parallelized and vectorized programming is
essential.

Flynn’s taxonomy [41] categorizes multi-core parallel programming as
multiple-instruction, multiple data (MIMD) type and vectorized program-
ning as single-instruction, multiple data (SIMD) type. Single-instruction,
multiple threads (SIMT) is the same concept as SIMD in GPUs. Vector-
ization and parallelization can be simultaneously used in image processing applications. Vectorized programming, however, requires harder constraints than parallel programming in data structures. Vendor’s short SIMD architectures, such as MMX, Streaming SIMD Extensions (SSE), Advanced Vector Extensions (AVX)/AVX2, AVX-512, AltiVec, and NEON, are expected to develop rapidly, and vector lengths will become longer [42]. SIMD instruction sets are changed by the microarchitecture of the CPU. This implies that vectorization is critical for effective programming.

Effective vectorization requires the consideration of three critical issues: memory alignment, valid vectorization ratio, and cache efficiency. Memory alignment is critical for data loading because SIMD operations load excessive data from non-aligned data in memory. This loading involves significant penalties. In valid vectorization ratio issues, padding operations remain a major topic of discussion. Padding data are inevitable in exception handling of extra data for vectorized loading. Moreover, rearranging data with padding resolves alignment issues [45]. However, padding decreases ratios of valid vectorized computing. For cache efficiency, there is a tremendous penalty for cache-missing because the cost of loading data from main memory is approximately 100 times higher than the cost of adding data. These issues can be moderated in various ways. Among such means are data padding for memory alignment, loop fusion/jamming, loop fission, tiling, selecting a loop number in multiple loops for parallelization and vectorization, data transformation [46], and so on.

We should completely utilize the functionality of the CPU/GPU for accelerating image processing using hardware [47, 48]. Vectorized programming matches image processing; thus, typical simple algorithms can be accelerated [49]. Even in cases where algorithms have more efficient computing orders, the parallelized and vectorized implementation of another higher-order algorithm would still be faster than the optimal algorithm in many cases. In parallel computers, for example, a bitonic sort [50] is faster than a quick sort [51]. In image processing, the brute-force implementation of box filtering proceeds more rapidly than the integral image [52] for small kernel-size cases. In both cases, optimal algorithms, i.e., the quick sort and integral image, do not have the appropriate data structure for parallelized and vectorized programming.

In image processing, various algorithmic acceleration have been proposed other than hardware acceleration. In particular, these include general and specific acceleration algorithms in finite impulse response (FIR) filtering. General FIR filtering allows the acceleration of filters by separable filtering [53, 54], image subsampling [55], and kernel subsampling [56]. Separable filters reduce the computational order from $O(r^2)$ to $O(r)$, where $r$ denotes
the kernel radius. Separable filter requires the filtering kernel to be separable. Image subsampling and kernel subsampling are approximated acceleration. Image subsampling is faster than kernel subsampling; however, the accuracy of image subsampling is lower than that of kernel subsampling. For specific filters, such as Gaussian filters [57–64], bilateral filters [8, 25–31], box filters [43, 52], and non-local means filters [31], various acceleration algorithms exist.

In parameter-adaptive filters and other complex filters, however, there is no sophisticated way for acceleration. In such filters, there is no choice but to apply separable filtering, image subsampling, and kernel subsampling, with / without SIMD vectorization and MIMD parallelization. Separable filtering requires the filtering kernel to be separable, and such filters are not usually separable. Furthermore, image subsampling has low accuracy. Therefore, kernel subsampling with code optimization is the only solution. However, discontinuous access occurs in kernel subsampling; hence, the efficiency of vectorized programming greatly decreases.

Therefore, we summarize the vectorized patterns of programming for subsampled filtering to verify the effective programming. Moreover, we propose an effective preprocessing of data structure transformation and vectorized filtering with the data structure for this case. Note that the transformation becomes overhead; thus, we focus on the situation that can ignore the pre-processing time. The situation is interactive filtering, such as photo editing. Once the data structure is transformed, then we can filter an image to seek optimal parameters without preprocessing, because the filtering image already has been converted.

In this chapter, we contribute the following: We summarize a taxonomy of vectorized programming of FIR image filtering as vectorization patterns. We propose a new vectorizing pattern. Moreover, the proposed pattern is oriented to kernel subsampling. These patterns with kernel subsampling accelerate FIR filters, which do not have sophisticated algorithms. Moreover, the proposed pattern is practical for interactive filters.

The remainder of this chapter is organized as follows. Section 2.2 reviews general FIR filters. Section 2.3 systematizes vectorized programming for FIR image filters as vectorization patterns. Section 2.4 proposes a new vectorization pattern for FIR filtering. Section 2.5 introduces target algorithms of filtering for vectorization. Section 2.6 shows experimental results. Finally, Section 2.7 concludes this chapter.
2.2 2D FIR Image Filtering and Its Acceleration

2.2.1 Definition of 2D FIR Image Filtering

2D FIR filtering is typical image processing. It is defined as follows:

$$\tilde{I}(p) = \frac{1}{\eta} \sum_{q \in \mathcal{N}(p)} f(p, q) I(q),$$  \hspace{1cm} (2.1)

where $I$ and $\tilde{I}$ are the input and output images, respectively. $p$ and $q$ are the current and reference positions, respectively. A kernel-shape function $\mathcal{N}(p)$ comprises a set of reference pixel positions, and varies at every pixel $p$. The weight function $f(p, q)$ is the weight of the position $p$ with regard to the position $q$ of the reference pixel. The function $f$ could change at pixel position $p$. $\eta$ is a normalizing function. If the FIR filter’s gain is 1, we set the normalizing function to be the following:

$$\eta = \sum_{q \in \mathcal{N}(p)} f(p, q).$$  \hspace{1cm} (2.2)

2.2.2 General Acceleration of FIR Image Filtering

Several approaches have been taken with regard to the acceleration of general FIR filters. These include separable filtering [53], image subsampling [55], and kernel subsampling [56]. In the separable filtering, the filtering kernel is separated into vertical and horizontal kernels as a 1D filter chain using the separability of the filtering kernel. The general 2D FIR filter has the computational order of $O(r^2)$ for each pixel, where $r$ denotes the kernel radius of the filter. The computational order of a separable filter is $O(r)$. If the filtering kernel is not separable, either singular value decomposition (SVD) or truncated SVD can be used to create separable kernels. When truncated SVD is used, the image is forcefully smoothed with a few sets of separable kernels for acceleration. However, when kernel weight changes for each pixel, we need SVD computation for every pixel. Here, the separable approach is inefficient.

Image subsampling resizes an input image and then filters it. Finally, the filtered image is upsampled. This subsampling greatly accelerates filtering, but the accuracy of approximation is not high. Further, the method has the significant drawback of losing high-frequency signals.
Kernel subsampling reduces the number of reference pixels in the filtering kernel as a similar approach to image subsampling. Figure 2.1 represents kernel subsampling. The reduction of computational time in kernel subsampling is not as extensive as that of image subsampling, while kernel subsampling could keep a higher approximation accuracy than image subsampling. Thus, we focus on kernel subsampling. In the Appendix, we examine the processing time and accuracy of image subsampling and kernel subsampling more closely. The approximation accuracy of these types of subsampling depends on the ratio and pattern of subsampling. Image and kernel subsampling generate aliasing, but a randomized algorithm [65, 66] moderates this negative effect. Random sampling reduces defective results from aliasing for human vision [67]. Random-sampling algorithms were first introduced in accelerating ray tracing and were utilized for FIR filtering in [55, 56].

The main subject of this chapter is the general acceleration of FIR filtering by using SIMD vectorization. We adopt kernel subsampling for acceleration because kernel subsampling has a high accuracy of approximation and is not limited by the type of kernel.

2.3 Design Patterns of Vectorized Programming for FIR Image Filtering

2.3.1 Data Loading and Storing in Vectorized Programming

The SIMD operations calculate multiple data at once; hence, the SIMD operations are high performance. Such operations constrain all vector elements to follow the same control flow. That is, only one element in a vector cannot be processed with a different operation as a conditional branch. Therefore,
we require data structures, wherein processing data are continuously in memory, for the load and store instructions. Such instructions move continuous data from the memory/register to the register/memory. For this case, spatial locality in memory is high. On the other hand, we can relieve the restriction by performing discontinuous loading and storing. The operations are realized with set instruction or scalar operations. These methods use scalar registers; thus, these methods are slower than the load and store instructions. Recent SIMD instruction sets have the gather and scatter instructions, which load and store for discontinuous positions in memory. However, such instructions also have higher latency than the sequential load and store instructions. Discontinuous load and store operations also decrease spatial locality in memory access; hence, cache-missing occurs. Cache-missing decreases performance. Moreover, memory alignment is important for the load and store instructions. Most CPUs are word-oriented. Data are aligned in word-length chunks, with 32 bits and 64 bits. In aligned data loading and storing, CPUs access memory only once. In non-aligned data loading and storing, CPUs access memory twice. Therefore, the performance of the load and store instructions decreases if non-aligned data loading or storing occurs. Furthermore, vectorized programming requires padding if the data size is smaller than the SIMD register size. This is because SIMD operations require the number of register-size elements to be at least even if the data length is shorter than the SIMD register size. In this case, the data are padded with a value such as zero, which reduces the valid vectorization ratio.

2.3.2 Image Data Structure

An image data structure is a 1D array of pixels in memory. Such pixels have color channel information, such as R, G, B, or the transparent channel A. The usual image structure is interleaved with color channel information. In the image data structure, data are not continuously arranged in spatial sampling because the other channel pixels intercept sequential access. Therefore, the image data structure should be transformed into SIMD-friendly structures. Some frequently used transformations are split, which converts a multi-channel image into a plurality of images for each channel, and merge, which converts a few images of each channel into one multi-channel image.

The transformed data structures correspond to structure of array (SoA) and array of structures (AoS) [68]. Figure 2.2 shows data arrangements in memory for each data structure. AoS is a default data structure for images. SoA is a data structure used in the split transformation for the AoS structure. When pixels are accessed at different positions in the same channel, the accessing cost in AoS is higher than that in SoA. However, for the access of
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![Image data structure](image)

(a) Array of structure (AoS). (b) Structure of Array (SoA).

Figure 2.2: Image data structure.
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Figure 2.3: Loops in 2D finite impulse response filtering.

pixels at the same positions with different channels, the cost in AoS is lower than that in SoA. SoA is primarily used in vectorization programming. The size of a pixel including RGB is smaller than the size of the SIMD register. Thus, in vectorized programming, pixels are vectorized horizontally so that the size of the vectorized pixels is the same as the size of the SIMD register.

2.3.3 Vectorization of FIR Filtering

FIR image filtering contains five nested loops. There are three types of loops: loops for scanning image pixels, a kernel, and color channels. The loops for the image pixels and the kernel have four nested loops, which comprise loops for both pixel and kernel loops in the vertical and horizontal directions. Furthermore, when the filtering image has color channels, the processing for each channel is also regarded as a loop. Note that the length of the color loop is obviously shorter than the other loops. Figure 2.3 depicts the loops of the FIR filter, and Figure 2.4a indicates the code for general FIR filtering. To vectorize the code, loop unrolling to group pixels is necessary. Three types of loop unrolling are possible: pixel loop unrolling, kernel loop unrolling, and color loop unrolling. Here, we summarize each pattern as vectorization patterns of basic vectorized programming for 2D FIR filtering.
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Figure 2.4: Code of vectorization patterns. The size of the SIMD register is 4. Usually, the data structure I[y][x][c] represents RGB interleaving, where x and y are the horizontal and vertical positions, respectively, and c is the color channel. Splitting and merging the data by each channel are defined as follows: I[y][x][c] ↔ I[c][y][x]. For these data structures, the data in the final operator [c] can be sequential access.

2.3.4 Color Loop Unrolling

In color loop unrolling, color channels in a pixel are vectorized to compute each color channel in parallel. Figures 2.4b and 2.5a depict the code and vectorization approach to color loop unrolling. In this pattern, a pixel that includes all color channels requires a length of SIMD register size. Typi-
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Figure 2.5: Vectorization pattern of vectorized programming.

cally, the color represents three color channels, namely, R, B, and G. As it is known today, the SIMD register has 4 elements in SSE, 8 elements in AVX/AVX2, and 16 elements in AVX512 for the case of single-precision floating point numbers. Therefore, the size of a pixel, including all color channels, remains smaller than the size of SIMD register, and we require zero padding. Using zero padding, aligned data loading is always possible because every loading data address is aligned. However, this pattern decreases valid vectorization efficiency by the amount of zero padding. Kernel weight is scalar; thus, this pattern has no constraint in vector operations for weight handling. Since vectorization is performed for color channels in all pixels, the pattern has no constraints in image size and kernel shape.

2.3.5 Kernel Loop Unrolling

In kernel loop unrolling, reference pixels in a kernel are vectorized to calculate kernel convolution processing for a pixel of interest in parallel. Figures 2.4c and 2.5b indicate the code and vectorization approach to kernel loop unrolling. If the kernel width, which depends on parameters, is a multiple
of the size of the SIMD register, reference pixels are able to be efficiently loaded into the SIMD register. However, in most cases, kernel width is not a multiple of the SIMD register size. In such a case, residual processing is necessary for residual reference pixels, which generally occur at the lateral edge of the kernel. The set/gather instruction or scalar operations, which do not assume sequential access, are used for residual processing. The kernel loop steps incrementally; thus, the loading memory address must cross unaligned addresses. In this pattern, weights are vectorially calculated by reference pixels. If the kernel weight depends only on the position relative to the pixel of interest, it is possible to efficiently load the weight into the SIMD register. Because only reference pixels are vectorized, no restriction exists on image size. In this pattern, reference pixels are required to have continuous loading; thus, kernel shape is constrained. Kernel subsampling, where reference pixels are discontinuous, cannot use the pattern (see Figure 2.5c). The set/gather instruction is used for kernel subsampling. We call kernel loop unrolling with the set/gather instruction arbitrary kernel loop unrolling. Arbitrary kernel loop unrolling is slower than kernel loop unrolling because the set/gather instruction is inefficient.

This pattern can be achieved on SoA, but the image data structure is usually AoS. Therefore, color channel splitting must be performed before processing. Output data structure should be AoS, and this pattern outputs scalar data; thus, the data are stored with scalar instructions. The pattern has more constraints than color loop unrolling, but the vectorization efficiency of the pattern is significantly better than that of color loop unrolling.

### 2.3.6 Pixel Loop Unrolling

In pixel loop unrolling, pixels of interest and reference pixels are vectorized to calculate in parallel the multiplicity of kernel convolutions for multiple pixels of interest. We realize the processing by extending the kernel convolution processing as vector operations between pixels of interest and reference pixels. Figures 2.4d and 2.5d depict the code and vectorization approach to pixel loop unrolling. If image width is a multiple of the SIMD register size, the pixels of interest and reference pixels are efficiently loaded. If image width is not a multiple of SIMD register size, residual processing is required at the lateral edge of the image. For residual processing, the image is padded so that its width is a multiple of the SIMD register size, or the set/gather instruction or the scalar operation is executed similarly to kernel loop unrolling. Access to the reference pixels is incrementally stepping, as is kernel loop unrolling; thus, loading memory address must cross unaligned addresses. Kernel weight must be calculated for each reference pixel among vectorized elements. How-
ever, if the calculated weight depends only on relative position, it must be 
the same for each reference pixel in a vector. This is because the relative 
positions of the pixel of interest and the reference pixel are the same in the 
vector (see Figure 2.5d). There are no restrictions for the pattern in kernel 
width because the calculation for the pixel of interest and the reference pixel 
is vectorized. If the kernel shapes remain identical in all pixels of interest, 
the pattern can be used. However, if the kernel shapes are variant for each 
pixel of interest in a vector, the pattern cannot be used. Such condition is 
filtering with random kernel subsampling and adaptive spatial kernel filter-
ing (see Figure 2.5f). In these filters, the relative positions of the pixel of 
interest and the reference pixel are not the same in a vector; thus, the access 
for the reference pixels is not continuous. The set/gather instruction resolves 
this discontinuous issues. We call this pattern arbitrary pixel loop unrolling. 
This pattern can accommodate different kernel shapes. The kernel size of 
this pattern must be adjusted to the largest number of reference pixels. Ar-itrary pixel loop unrolling is slower than pixel loop unrolling as with the 
case of arbitrary kernel loop unrolling. If the weights are not the same for 
all reference pixels in a vector, the result is more expensive than using the 
same weight for all (see Figure 2.5e).

Before filtering in this pattern, we perform color channel splitting to ad-
just the data layout to acquire horizontally sequential data. The output of 
this pattern is SoA, and a usual image should be AoS; thus, postprocessing is 
needed for AoS conversion. In this pattern, parallel computing is used in the 
outermost loop; the vectorization of that loop is highly efficient. However, 
this pattern has greater constraints than kernel loop unrolling.

2.4 Proposed Design Pattern of Vectorization

In this section, we propose a new vectorization pattern in FIR image filtering 
with kernel subsampling, which we call loop vectorization. We summarize 
characteristics of the previous vectorization patterns and our new one in 
Table 2.1. The proposed pattern encounters none of the constraints that 
exist in the previous patterns.

In this proposed pattern, reference pixels are extracted in the kernel and 
the pixels are grouped as a 1D vector. This vector must be multiple times 
as long as the SIMD register size. To adjust the length of the vector, extra 
data are padded with zero. We collect the vector for all pixels and construct 
volume data using the vectors. This rearrangement scheme is called loop 
vectorization. Figure 2.6 indicates an example of loop vectorization for kernel 
loop, which is called kernel loop vectorization. As a prepossessing for filtering,
Table 2.1: Characteristics of the vectorization patterns of vectorization in finite impulse response image filtering.

<table>
<thead>
<tr>
<th>Vectorization Pattern</th>
<th>Arbitrary Parameter/Non-Limitation</th>
<th>Restriction Parameter/Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>loop vectorization</td>
<td>image width, kernel width, kernel shape, aligned load</td>
<td>long preprocessing time, huge memory usage requiring color image with padding</td>
</tr>
<tr>
<td>color loop unrolling</td>
<td>image width, kernel width, kernel shape, aligned load</td>
<td>kernel width, kernel shape, non-aligned load</td>
</tr>
<tr>
<td>kernel loop unrolling</td>
<td>image width, kernel width, kernel shape, aligned load</td>
<td>kernel width, inefficient load, non-aligned load</td>
</tr>
<tr>
<td>arbitrary kernel loop unrolling</td>
<td>kernel width, kernel shape</td>
<td>image width, kernel shape, non-aligned load</td>
</tr>
<tr>
<td>pixel loop unrolling</td>
<td>kernel width, kernel shape</td>
<td>image width, inefficient load, non-aligned load</td>
</tr>
</tbody>
</table>

Figure 2.6: Kernel vectorization. The size of the SIMD register is 4.

we transform an input image into volume data by loop vectorization. Let the number of elements in the kernel be \( K \) and the size of the image be \( S \). The volume data size is \( KS \). Figure 2.7 depicts the code of proposed pattern. The pattern on color images is shown in Figure 2.6c. This pattern interleaves individual R, G, and B vectors whose length is the size of an SIMD register. Zero paddings in kernel loops are required for each color channel. The proposed pattern has a data structure that is the array of structure of array (AoSoA) [68]. AoSoA is preferable for contiguous memory access, and its data structure has a high spatial locality in memory. Therefore, AoSoA has the greater efficiency than SoA and AoS in memory prefetching.

The FIR filtering is related convolutional neural network (CNN) [69] based deep learning. The proposed pattern is similar approach to convolution lowering (im2col) [70–72], which is CNN acceleration method. In the proposed pattern, we convert it to a data structure specialized for vector
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<table>
<thead>
<tr>
<th>1</th>
<th>loop_vectorization_for_kernel_loop();</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>for(int i=0; i&lt;kernel_height; i++)</td>
</tr>
<tr>
<td>3</td>
<td>for(int j=0; j&lt;kernel_width; j++)</td>
</tr>
<tr>
<td>4</td>
<td>sum(channel) = 0;</td>
</tr>
<tr>
<td>5</td>
<td>weight_sum = 0;</td>
</tr>
<tr>
<td>6</td>
<td>temp_weight_sum[0] = 0;</td>
</tr>
<tr>
<td>7</td>
<td>for(int y=0; y&lt;img_height; y++)</td>
</tr>
<tr>
<td>8</td>
<td>temp_weight_sum[1] = 0;</td>
</tr>
<tr>
<td>9</td>
<td>weight_sum += temp_weight_sum[1];</td>
</tr>
<tr>
<td>10</td>
<td>temp_weight[0] = calcWeight(j, i, y, x);</td>
</tr>
<tr>
<td>11</td>
<td>temp_weight[1] = calcWeight(j, i, y, x+1);</td>
</tr>
<tr>
<td>12</td>
<td>temp_weight[2] = calcWeight(j, i, y+1, x);</td>
</tr>
<tr>
<td>13</td>
<td>temp_weight[3] = calcWeight(j, i, y+1, x+1);</td>
</tr>
<tr>
<td>14</td>
<td>for(int c=0; c&lt;channels; c++)</td>
</tr>
<tr>
<td>15</td>
<td>sum[c] = temp_weight[0] * LV[y][j][i][c];</td>
</tr>
<tr>
<td>16</td>
<td>sum[c] += temp_weight[1] * LV[y][j][i+1][c];</td>
</tr>
<tr>
<td>17</td>
<td>sum[c] += temp_weight[2] * LV[y+1][j][i][c];</td>
</tr>
<tr>
<td>18</td>
<td>sum[c] += temp_weight[3] * LV[y+1][j][i+1][c];</td>
</tr>
<tr>
<td>19</td>
<td>}</td>
</tr>
<tr>
<td>20</td>
<td>temp_weight_sum[0] = temp_weight[0];</td>
</tr>
<tr>
<td>21</td>
<td>temp_weight_sum[1] = temp_weight[1];</td>
</tr>
<tr>
<td>22</td>
<td>temp_weight_sum[2] = temp_weight[2];</td>
</tr>
<tr>
<td>23</td>
<td>temp_weight_sum[3] = temp_weight[3];</td>
</tr>
<tr>
<td>24</td>
<td>for(int c=0; c&lt;channels; c++)</td>
</tr>
<tr>
<td>25</td>
<td>sum[c] /= weight_sum;</td>
</tr>
<tr>
<td>26</td>
<td>}</td>
</tr>
<tr>
<td>27</td>
<td>D[y][j][c] = sum[c];</td>
</tr>
<tr>
<td>28</td>
<td>}</td>
</tr>
<tr>
<td>29</td>
<td>weight_sum = 0;</td>
</tr>
<tr>
<td>30</td>
<td>temp_weight_sum[4] = {0};</td>
</tr>
</tbody>
</table>

(a) Loop vectorization for kernel loop.

(b) Loop vectorization for pixel loop.

Figure 2.7: Code of loop vectorization. The size of the SIMD register is 4. LV represents the data structure transformed by loop vectorization. For the data structure, the data in the final operator [ ] can be sequential access. The data structure is always accessed sequentially.

operation in CPU by considering data alignment and data arrangement of the color channel. In addition, parallelization efficiency is improved by the proposed pattern for the pixel loop. Therefore, the proposed pattern can also be effective for CNN-based deep learning in CPU.

The proposed pattern can also vectorize pixel loop. In the proposed pattern of pixel loop vectorization, a vector is created with the accessed pixels through pixel loop unrolling; thus, a vector is created in the units of the pixels of interest to be unrolled. Pixel loop vectorization is highly parallelization efficient because it parallelizes the outermost loop as well as the case of pixel loop unrolling. However, if the filtering parameters are different per each kernel, pixel loop vectorization requires the set instruction for the different parameters for each pixel of interest. The limitations of this pattern are the same as those of pixel loop unrolling.

The advantages of the proposed pattern include the fact that, unlike other patterns, these patterns are not restricted by the image width, kernel width, and kernel shape. In addition, data alignment will clearly be consistent in any conditions. The disadvantage is that the proposed pattern requires huge memory capacity. Kernel subsampling, however, moderates the memory
footprint of loop vectorization. Furthermore, the proposed pattern is particularly effective in its use of kernel subsampling, because memory accesses of the other patterns are not sequential in filtering with kernel subsampling but those of the proposed pattern are sequential. In random subsampling, performance will be more outstanding. The proposed pattern is also effective for cases where kernel radius or image size is large. In such conditions, cache-missing frequently occurs in the other patterns.

A limitation of the proposed pattern is the rearrangement processing is overhead. However, the proposed pattern is practical for certain applications, such as image editing, where the same image is processed multiple times. In image editing, rearrangement is only performed when the process begins. In this application, a user interactively changes parameters and repeats filtering several times to seek more desirable results. In interactive filtering, the overhead caused by the rearrangement may be simply a waiting time for interactive photo editing to begin. The characteristics of interactive filtering can also be utilized in feature extraction of scale-space filtering, e.g., SIFT [73].

2.5 Material and Methods

We here vectorize six filtering algorithms, namely, the Gaussian range filter (GRF), the bilateral filter (BF) [1], the adaptive Gaussian filter (AGF) [74], the randomly-kernel-subsampled Gaussian range filter (RKS-GRF), the randomly-kernel-subsampled bilateral filter (RKS-BF) [56], and the randomly-kernel-subsampled adaptive Gaussian filter (RKS-AGF). The main characteristics of these filters are summarized in Table 2.2. Note that the BF has various acceleration algorithms [8,27–30], but we select a naïve BF to cover types of the general FIR filter. In this chapter, we deal with two types of implementation of these filters: the calculating weights with SIMD instructions and calculated weights with lookup tables (LUTs). The kinds of implementation differ in their characteristics. In calculating weights, it is possible to focus on data loading, and in using LUTs, it focuses on the case of optimal implementation.

2.5.1 Gaussian Range Filter

The weight of the GRF is defined as follows:

$$f(p,q) := \exp\left(\frac{\|I(p) - I(q)\|^2}{-2\sigma^2_r}\right),$$

(2.3)
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Table 2.2: Characteristics of the Gaussian range filter (GRF), the bilateral filter (BF), the adaptive Gaussian filter (AGF), the randomly-kernel-subsampled Gaussian range filter (RKS-GRF), the randomly-kernel-subsampled bilateral filter (RKS-BF), and the randomly-kernel-subsampled adaptive Gaussian filter (RKS-AGF).

<table>
<thead>
<tr>
<th>Filter</th>
<th>Weight Depending</th>
<th>LUT</th>
<th>Kernel Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRF</td>
<td>pixel value</td>
<td>range</td>
<td>invariant</td>
</tr>
<tr>
<td>BF</td>
<td>pixel value, pixel position</td>
<td>space, range</td>
<td>invariant</td>
</tr>
<tr>
<td>AGF</td>
<td>parameter map, pixel position</td>
<td>space</td>
<td>variant</td>
</tr>
<tr>
<td>RKS-GRF</td>
<td>pixel value</td>
<td>range</td>
<td>variant</td>
</tr>
<tr>
<td>RKS-BF</td>
<td>pixel value, pixel position</td>
<td>space, range</td>
<td>variant</td>
</tr>
<tr>
<td>RKS-AGF</td>
<td>parameter map, pixel position</td>
<td>space</td>
<td>variant</td>
</tr>
</tbody>
</table>

where \( \| \cdot \|_2 \) is the L2 norm, and \( \sigma_r \) is a standard deviation.

The weight depends on the intensities of the nearest pixels. The values of the nearest pixels are different; thus, the LUT of the Gaussian range weight is discontinuously accessed for each pixel differential. In direct weight computation, the vectorized exponential operation is not including in the SIMD instruction set, although the Intel compiler extendedly provides the vectorized exponential operation. Hence, we use the Intel compiler.

2.5.2 Bilateral Filter

The BF is a representative filter of edge-preserving filtering. The weight of the BF is denoted in the following way:

\[
f(p, q) := \exp\left(\frac{\|p - q\|_2^2}{-2\sigma_s^2}\right) \exp\left(\frac{\|I(p) - I(q)\|_2^2}{-2\sigma_r^2}\right),
\]

(2.4)

where \( \sigma_s \) and \( \sigma_r \) are the standard deviations for the space and range kernels, respectively.

The weight can be decomposed into spatial and range weight. The spatial weight, which is the first exponential function, matches the weight in Gaussian filtering. The range weight, which is the second exponential function, matches the weight in the GRF. The LUT of the space weights is continuously accessed because relative positions of the reference pixels are continuous. On the other hand, the LUT of the range weight is not continuous as with the GRF.
2.5.3 Adaptive Gaussian Filter

The AGF operates in a slightly different manner from Gaussian filtering. The standard deviation dynamically changes, pixel by pixel. The weight of the AGF is defined as follows:

\[ f(p, q) := \exp\left(\frac{\|p - q\|_2^2}{-2\sigma_s(p)^2}\right), \quad (2.5) \]

where \(\sigma_s(p)\) is a pixel-dependent parameter found in a parameter map.

Here, we use this filter for refocusing. In this application, we change the parameter of the Gaussian distribution using a depth map [75, 76] as the parameter map. The detail of the AGF based on the depth map is defined as follows:

\[ f(p, q) := \exp\left(\frac{\|p - q\|_2^2}{-2(\sigma_s + \alpha|d - D(p)|)^2}\right), \quad (2.6) \]

where \(D\) is the depth map, \(d\) is the focusing depth value, and \(\alpha\) is a parameter of the range of the depth of field. The function of the kernel shape \(N(p)\) in Equations (2.1) and (2.2) is different for each pixel of interest \(p\).

Blurring is minimal at the focused pixel, and most of the kernel weights may become zero. In this case, the region whose kernel weights are not zero can be regarded as an arbitrary kernel depending on \(r'\), which is less than the actual \(r\), due to the property of the Gaussian distribution. This means that, if the processing pixel of interest is in focus, we can only process a small kernel depending on \(r'\). Pixel loop vectorization, pixel loop unrolling, and kernel loop unrolling are restricted in terms of the kernel shape function. Therefore, the largest kernels in a vector of the pixel of interest should be used to maintain the restriction. Further, within kernel loop vectorization, arbitrary kernel loop unrolling, and color loop unrolling, the amount of processing can be reduced using small kernels.

In the AGF, multiple LUTs are prepared to compute kernel weights whose size is \(D \times (2r + 1) \times (2r + 1)\). \(D\) is the number of elements in the depth range. The utilized LUT is switched by the depth value. In kernel loop vectorization, kernel loop, and color loop unrolling, the LUT is sequentially accessed within a single LUT. In pixel loop vectorization and pixel loop unrolling, the LUT is instead discontinuously accessed across multiple LUTs.

2.5.4 Randomly-Kernel-Subsampled Filter

The randomly-kernel-subsampled filter is an approximation of FIR filtering. This filter uses a different kernel shape function \(N(p)\) to randomly subsample
2.6 Experimental Results

We verified all the vectorization patterns and proposed vectorization pattern using kernel subsampling for the GRF, BF, AGF, RKS-GRF, RKS-BF, and RKS-AGF. Further, we compared the two types of proposed loop vectorization, which were kernel loop vectorization and pixel loop vectorization, with pixel loop, kernel loop, and color loop unrolling. Importantly, arbitrary kernel loop unrolling was used instead of kernel loop unrolling in kernel subsampling and randomly-kernel-subsampling conditions. Further, arbitrary pixel loop unrolling was used in the place of pixel loop unrolling in randomly-kernel-subsampled filters. This step was taken because kernel loop unrolling cannot be used in (randomly) kernel subsampling, and pixel loop unrolling cannot be used in randomly-kernel-subsampled filters. These filters were implemented in C++ using AVX2 and FMA instructions as SIMD instruction sets. Additionally, multi-core parallelization was used with concurrency. The CPU used was an Intel Core-i7 6850X 3.0 GHz, and the memory used was DDR4 16 GBytes. Windows 10 64 bits was used for the OS, and Intel Compiler 18.0 was employed as the compiler. The experimental code reached around 100,000 lines.

Figures 2.8–2.20 indicate the processing time and speedup ratio for each filter. The time for computation is judged to be the median value of 100 trials. In addition, the time for computation does not include rearrangement time in all patterns because we focus on interactive filters. The speedup ratio relates the kernel loop vectorization vs. another pattern. If the speedup ratio exceeds 1, the other pattern is faster than kernel loop vectorization. Figures 2.8 and 2.9 show the results of the GRF. The computational times for the two types of the proposed pattern are almost the same as those for pixel loop unrolling, and such patterns are faster than other patterns. In the
two types of proposed pattern, the non-aligned load does not occur, in con-
trast with other patterns; hence, the two types of the proposed pattern are
fast. Pixel loop unrolling has the most cache-efficiency because the locality
of the input image is high. Cache-missing errors, however, occur in the large
kernel radius and/or large images cases because of the gaps in the discontin-
uous access due to memory increase. Kernel loop unrolling is less rapid in
conditions of kernel subsampling because arbitrary kernel loop unrolling is
present in kernel-subsampling conditions. Color loop unrolling is the slowest
pattern.

Figures 2.10 and 2.11 indicate the results for the BF. The BF has a
Gaussian spatial kernel added to the GRF’s kernel. The accessing pattern to
the spatial kernel is sequential for all vectorization patterns; for this reason,
the spatial kernel does not dramatically change the efficiency of all patterns
in this filter. Therefore, the BF results follow almost the same trend as the
GRF results.

Figures 2.12 and 2.13 indicate the results of the AGF. In the case of weight
computation, the figures indicate that kernel loop vectorization is the fastest
pattern. If LUTs are used, kernel loop vectorization is the fastest when $r$ is
large. When $r$ is small, pixel loop unrolling is the fastest. Where LUTs are
used, the implementation of pixel loop unrolling is efficient. However, where
$r$ is large, cache-missing occurs and the speed decreases.

Figures 2.14 and 2.15 present the results of the RKS-GRF. The two types
of the proposed pattern have the greatest speed of all the patterns. The
two types of the proposed pattern continuously access reference pixels. How-
ever, other vectorization patterns cannot continuously access reference pixels.
In particular, pixel loop unrolling is the most affected by this.

Figures 2.16 and 2.17 present the results of the RKS-BF. Kernel loop
vectorization is the fastest pattern. Pixel loop vectorization is slower than
kernel loop vectorization. Pixel loop vectorization and pixel loop unrolling
discontinuously access the spatial LUTs. Kernel loop vectorization and kernel
loop unrolling continuously access spatial LUT.

Figures 2.18 and 2.19 present the results of the RKS-AGF. These figures
indicate that the fastest pattern is kernel loop vectorization. The kernel loop
vectorization continuously accesses reference pixels and LUTs. Together,
these results indicate a special efficiency for proposed kernel loop vectoriza-
tion in the kernel-adaptive sampling technique.

Figure 2.20 depicts the accuracies of GRF, BF, AGF, RKS-GRF, RKS-
BF, and RKS-AGF. Here, we compare the results of a full sampling with the
results of a subsampling using peak signal noise ratio (PSNR). In this figure,
PSNR is found to be around 40 dB for all cases; thus, the filtered image has
sufficient accuracy of approximation for all filters.
Offset computing time for loop vectorization in data structure transformation is discussed. Figure 2.21 presents the processing time required for loop vectorization. Processing time increases with increases in kernel radius and image size. Computing time is linearly proportional to the number of elements in the loop-vectorized data, namely, \((2r+1)^2 \times s\), where the kernel radius is \(r\) and the image size is \(s\). However, for interactive filtering, this drawback can be neglected. Rearranged processing time must occur before filtering can be done at first in the proposed pattern, but it is not required for subsequent filtering. Therefore, rearrangement of processing time does not lead to significant problems in interactive filtering. If images show continuous change, such as in video, the second-fastest pattern should be used instead of the proposed one. The pattern that is proposed requires rearrangement for every image.

2.7 Conclusions

In this chapter, we summarize a taxonomy of vectorized programming for FIR image filtering. We also propose a new vectorization pattern of vectorized programming, which we call loop vectorization. These vectorization patterns are combined with an acceleration method of kernel subsampling for general FIR filters. The experimental results indicate that the patterns are appropriate for FIR filtering, and a new pattern with kernel subsampling can be profitably used for Gaussian range filtering (GRF), bilateral filtering (BF), adaptive Gaussian filtering (AGF), randomly-kernel-subsampled Gaussian range filtering (RKS-GRF), randomly-kernel-subsampled bilateral filtering (RKS-BF), and randomly-kernel-subsampled adaptive Gaussian filtering (RKS-AGF).

The results are summarized as follows:

1. The two types of the proposed pattern, which are kernel loop vectorization and pixel loop vectorization, are both effective for adaptive kernel shapes, that is, randomized filters and the AGF.

2. There remains, however, a trade-off in weight and data loading for changing spatial LUTs in each filtering pixel. Kernel loop unrolling is more suitable for weight loading, and loop vectorization is more suitable for data loading. Kernel loop vectorization is effective for weight and data loading; thus, the kernel loop vectorization is suitable for AGF, RKS-AGF, and RKS-BF.

3. For the large-radius condition, the two types of the proposed pattern
have moderate effectivity for other filters in the above effective cases, that is, the GRF and BF.
2.7. CONCLUSIONS

Figure 2.8: Processing time for Gaussian range filtering (GRF) with respect to the kernel radius of FIR filtering. Note that arbitrary kernel loop unrolling is used instead of kernel loop unrolling under kernel-subsampling conditions.

Figure 2.9: The speedup ratio for Gaussian range filtering (GRF) with respect to the kernel radius of FIR filtering. If the ratio exceeds 1, the given pattern is faster than the kernel loop vectorization.
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Figure 2.10: Processing time for bilateral filtering (BF) with respect to the kernel radius of FIR filtering. Note that arbitrary kernel loop unrolling is used instead of kernel loop unrolling in kernel-subsampling conditions.

Figure 2.11: The speedup ratio of bilateral filtering (BF) with respect to the kernel radius of FIR filtering. If the ratio exceeds 1, the given pattern is faster than the kernel loop vectorization.
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Figure 2.12: Processing time for adaptive Gaussian filtering (AGF) with respect to the kernel radius of FIR filtering. Note that arbitrary kernel loop unrolling is used instead of kernel loop unrolling in the kernel-subsampling conditions.

Figure 2.13: The speedup ratio for adaptive Gaussian filtering (AGF) with respect to kernel radius of FIR filtering. If the ratio exceeds 1, this pattern is faster than the kernel loop vectorization.
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If the ratio exceeds 1, the pattern is faster than kernel loop vectorization.

Figure 2.14: Processing time for randomly-kernel-subsampled Gaussian range filtering (RKS-GRF) with respect to the kernel radius of FIR filtering. Arbitrary pixel loop unrolling and arbitrary kernel loop unrolling are used in the place of pixel loop unrolling and kernel loop unrolling, respectively.

Figure 2.15: The speedup ratio of randomly-kernel-subsampled Gaussian range filtering (RKS-GRF) with respect to the kernel radius of FIR filtering. If the ratio exceeds 1, the pattern is faster than kernel loop vectorization.
Figure 2.16: Processing time for randomly-kernel-subsampled bilateral filtering (RKS-BF) with respect to the kernel radius of FIR filtering. Arbitrary pixel loop unrolling and arbitrary kernel loop unrolling are used in place of pixel loop unrolling and kernel loop unrolling, respectively.

Figure 2.17: The speedup ratio of randomly-kernel-subsampled bilateral filtering (RKS-BF) with respect to the kernel radius of FIR filtering. If the ratio exceeds 1, the given pattern is faster than kernel loop vectorization.
Figure 2.18: Processing time for randomly-kernel-subsampled adaptive Gaussian filtering (RKS-AGF) with respect to the kernel radius of FIR filtering. Arbitrary pixel loop unrolling and arbitrary kernel loop unrolling are used in place of pixel loop unrolling and kernel loop unrolling, respectively.

Figure 2.19: The speedup ratio for randomly-kernel-subsample adaptive Gaussian filtering (RKS-AGF) with respect to the kernel radius of FIR filtering. If the ratio exceeds 1, the given pattern is faster than the kernel loop vectorization.
2.7. CONCLUSIONS

Figure 2.20: PSNR with respect to kernel radius of FIR filtering. Image size is 512 × 512.

Figure 2.21: Processing time for loop vectorization with respect to the kernel radius of FIR filtering. There are 2 × 4 lines, and their combinations represent image resolution (512 × 512 and 900 × 750) and kernel subsampling ratio (full, 1/4, and 1/16).
Chapter 3

Effective Implementation of Edge-Preserving Filtering on CPU Microarchitectures

3.1 Introduction

Edge-preserving filters [1–5] are the basic tools for image processing. The representatives of the filters include bilateral filtering [1, 2], non-local means filtering [3] and guided image filtering [4–6]. These filters are used in various applications, such as image denoising [3, 7], high dynamic range imaging [8], detail enhancement [9–11], free viewpoint image rendering [12], flash/no-flash photography [13, 14], up-sampling/super resolution [15, 16], alpha matting [5, 18], haze removal [19], optical flow and stereo matching [20], refinement processing in optical flow and stereo matching [21, 22] and coding noise removal [23, 24].

The kernel of the edge-preserving filter can typically be decomposed into range and/or spatial kernels, which depend on the difference between the value and position of reference pixels. Bilateral filtering has a range kernel and a spatial kernel. Non-local means filtering has only a range kernel. The shape of the spatial kernel is invariant across all pixels. By contrast, that of the range kernel is variant; thus, the range kernel is computed adaptively for each pixel. The adaptive computation is expensive.

Several acceleration algorithms have been proposed for the bilateral filtering [8, 25–33] and non-local means filtering [25, 31, 34, 35]. These algorithms reduce the computational order of these filters. The order of the naïve algorithm is $O(r^2)$, where $r$ is the kernel radius. The order of the separable approximation algorithms [25, 26] is $O(r)$, and that of constant-
The separable approach is faster than the naïve; however, the approximation accuracy is low. The constant-time algorithms are faster than the \(O(r^2)\) and \(O(r)\) approaches in large kernel cases. In the case of multi-channel image filtering with intermediate-sized kernels, the method tends to be slower than the naïve algorithms owing to the curse of dimensionality [28], which indicates that the computational cost increases exponentially with increasing dimensions. Furthermore, when the kernel radius is small, the naïve algorithm can be faster than the algorithms of the order \(O(r)\) or \(O(1)\) owing to the offset times, which refers to pre-processing and post-processing such as creating intermediate images. In the present study, we focus on accelerating the naïve algorithm of the edge-preserving filtering based on the characteristics of computing hardware.

The edge-preserving filter usually involves denormalized numbers, which are special floating-point numbers defined in IEEE Standard 754 [77]. The definition of the denormalized numbers is discussed in Section 3.3. The formats are supported by various computing devices, such as most central processing units (CPUs) and graphics processing units (GPUs). The denormalized numbers represent rather small values that cannot be expressed by normal numbers. Although the denormalized numbers can improve arithmetic precision, their format is different from the normal numbers. Therefore, the processing of the denormalized numbers incurs a high computational cost [78–80]. The edge-preserving filters have small weight values, where a pixel is across an edge. The values tend to be the denormalized numbers. Figure 3.1 shows the occurrence of the denormalized numbers in various edge-preserving filtering. The denormalized numbers do not influence the eventual results, because these values are almost zero in the calculations. Hence, we can compute edge-preserving filtering with high-precision even by omitting the denormalized numbers. Moreover, the omission would be critical for accelerating the edge-preserving filtering.

A fast implementation requires effective utilization of the functionalities in CPUs and GPUs. In the present study, we focus on a CPU-centric implementation. Existing CPU microarchitectures are becoming complex. The architectures are based on multi-core architectures, complicated cache memories and short vector processing units. Single-instruction, multiple-data (SIMD) [41] instruction sets in vector processing units are especially changed. The evolution of the SIMD instructions has taken the form of the increased vector length [42], increased number of types of instructions and decreased latency of instructions. Therefore, it is essential to use SIMD instructions effectively for extracting CPU performance. In the edge-preserving filtering, execution of the weight calculation is the main bottleneck. Thus, the vectorization for weight calculation has a significant effect.
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Figure 3.1: Occurrence status of denormalized numbers. (b–e) present heat maps of the occurrence frequency of denormalized numbers in each kernel. The filtering parameters are as follows: \( \sigma_r = 4, \sigma_s = 6, r = 3\sigma_s \) and \( h = \sqrt{2}\sigma_r \). The template window size is \( (3,3) \), and the search window size is \( (2r + 1, 2r + 1) \). The image size is \( 768 \times 512 \). In (b–e), the ratios of denormalized numbers in all weight calculations are 2.11%, 3.26%, 1.97% and 3.32%, respectively.

In the present study, we focus on two topics: the influence of denormalized numbers and effective vectorized implementation on CPU microarchitectures in the edge-preserving filtering. For the first, we verify the influence of the denormalized numbers on the edge-preserving filtering, and then, we propose methods to accelerate the filter by removing the influence of the denormalized numbers. For the second, we compare several types of vectorization of bilateral filtering and non-local means filtering. We develop various implementations to clarify suitable representations of the latest CPU microarchitectures for these filters.
3.2 Edge-Preserving Filters

General edge-preserving filtering in finite impulse response (FIR) filtering is represented as follows:

\[ \bar{I}(p) = \frac{1}{\eta} \sum_{q \in \mathcal{N}(p)} f(p, q) I(q), \]  

(3.1)

where \( I \) and \( \bar{I} \) are the input and output images, respectively. \( p \) and \( q \) are the present and reference positions of pixels, respectively. A kernel-shaped function \( \mathcal{N}(p) \) comprises a set of reference pixel positions, and it varies for every pixel \( p \). The function \( f(p, q) \) denotes the weight of position \( p \) with respect to the position \( q \) of the reference pixel. \( \eta \) is a normalizing function. If the gain of the FIR filter is one, we set the normalizing function as follows:

\[ \eta = \sum_{q \in \mathcal{N}(p)} f(p, q). \]  

(3.2)

Various types of weight functions are employed in edge-preserving filtering. These weights are composed of spatial and range kernels or only a range kernel. The weight of the bilateral filter is expressed as follows:

\[ f(p, q) := \exp\left(\frac{\|p - q\|^2}{2\sigma_s^2}\right) \exp\left(\frac{\|I(p) - I(q)\|^2}{2\sigma_r^2}\right), \]  

(3.3)

where \( \| \cdot \|_2 \) is the L2 norm and \( \sigma_s \) and \( \sigma_r \) are the standard deviations of the spatial and the range kernels, respectively. The weight of the non-local means filter is as follows:

\[ f(p, q) := \exp\left(\frac{\|v(p) - v(q)\|^2}{-h^2}\right), \]  

(3.4)

where \( v(p) \) represents a vector, which includes a square neighborhood of the center pixel \( p \). \( h \) is a smoothing parameter. The weight of the bilateral filter
is determined by considering the similarity between the color and spatial distance between a target pixel and that of the reference pixel. The weight of the non-local means filter is defined by computing the similarity between the patch on the target pixel and that on the reference pixel. The weight of the non-local means filter is similar to the range weight of the bilateral filter for a multi-channel image.

To discuss the influence of the denormalized numbers, we introduce two variants of the bilateral and non-local means filters, namely the Gaussian range filter and the bilateral non-local means filter. The weight of the Gaussian range filter is expressed as follows:

$$f(p, q) := \exp\left(\frac{\|I(p) - I(q)\|_2^2}{-2\sigma_r^2}\right).$$  \hspace{1cm} (3.5)$$

The weight of the bilateral non-local means filter [81] is as follows:

$$f(p, q) := \exp\left(\frac{\|p - q\|_2^2}{-2\sigma_s^2}\right) \exp\left(\frac{\|v(p) - v(q)\|_2^2}{-h^2}\right).$$  \hspace{1cm} (3.6)$$

The Gaussian range filter is composed of the range kernel alone in the bilateral filtering. The bilateral non-local means filter is composed of the spatial kernel and the range kernel in the non-local means filtering.

### 3.3 Floating Point Numbers and Denormalized Numbers in IEEE Standard 754

The formats of floating point numbers are defined in IEEE Standard 754 [77]. The floating point number is composed of a set of normal numbers and four special numbers, which are not a number (NaN), infinities, zeroes and denormalized (or subnormal) numbers. The normal numbers are represented as follows:

$$(-1)^{sign} \times 2^{exponent - bias} \times 1.fraction.$$  \hspace{1cm} (3.7)$$

In a single-precision floating point number (float), parameters are as follows: bit length of exponent is 8 bit; that of fraction is 23 bit; bias = 127. In a single-precision floating point number (double), parameters are as follow: bit length of exponent is 11 bit; that of fraction is 52 bit; bias = 1023. In the normal number, exponent is neither zero nor the maximum value of exponent. In the special numbers, exponent is zero or it has the maximum value of exponent. When exponent and fraction are zero, the format represents zero. When exponent of a given number has the maximum value, the
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format represents infinity or NaN. In the case of the denormalized numbers, exponent is zero, but fraction is not zero. The denormalized numbers are represented as follows:

\[ (-1)^{sign} \times 2^{1-bias} \times 0.fraction. \]  

(3.8)

Note that exponent is set to zero for the special number flags, but exponent can be forcefully regarded as one even if the settled value is zero. The range of magnitudes of the denormalized numbers is smaller than that of the normal numbers. In terms of float, the range of magnitudes of the normal numbers is \( 1.17549435 \times 10^{-38} \leq |x| \leq 3.402823466 \times 10^{38} \), while that of the denormalized numbers is \( 1.40129846 \times 10^{-45} \leq |x| \leq 1.17549421 \times 10^{-38} \). Typical processing units are optimized for the normal numbers. Thus, the normal numbers are processed using specialized hardware. By contrast, the denormalized numbers are processed using general hardware. Therefore, the computational cost of handling the denormalized numbers is higher than that of the normal numbers.

There are three built-in methods for suppressing the speed reduction caused by the denormalized numbers. The first approach is computation with high-precision numbers. A high-precision number format has a large range of magnitudes in a normal number. In float, most denormalized numbers are represented by normal numbers in double. However, the bit length of double is longer than that of float. Thus, computational performance degrades owing to the increased cost of memory write/read operations. The second approach is computation with the flush to zero (FTZ) and denormals are zero (DAZ) flags. These flags are implemented in most CPUs and GPUs. If the FTZ flag is enabled, the invalid result of an operation is set to zero. The invalid result is an underflow flag or a denormalized number. If the DAZ flag is enabled, an operand in assembly language is set to zero when the operand is already a denormalized number. When the computing results are denormalized numbers or operands are already denormalized numbers, the DAZ flag ensures the denormalized numbers are set to zero. These flags suppress the occurrence of denormalized numbers; thereby, computing is accelerated. However, computation with these flags has events that convert denormalized numbers to normal numbers. Hence, the calculation time with these flags is not the same as that without denormalized numbers. In the third approach, a denormalized number is converted into a normal number by a min or max operation. This approach forcibly clips a calculated value to a normal number in the calculation, whether the calculated value is a denormalized number or not. The approach suppresses the denormalized numbers after their occurrence. Thus, it is not optimal for accelerating computation. Therefore, in this study, we propose a novel approach to prevent the occurrence of the
denormalized numbers themselves to eliminate the computational time for handling the denormalized numbers.

3.4 CPU Microarchitectures and SIMD Instruction Sets

Moore’s law [38] states that the number of transistors on an integrated circuit will double every two years. In the early stages, CPU frequencies were increased by increasing the number of transistors. In recent years, owing to heat and power constraints, the use of a larger number of transistors has become difficult [39], such as chips with multiple cores, complicate cache memory and short vector units. The latest microarchitectures used in Intel CPUs are presented in Table 1.1. The table indicates that the number of cores is increasing, cache memory size is expanding and the SIMD instruction sets are growing.

SIMD instructions simultaneously calculate multiple data. Hence, high-performance computing utilizes SIMD. Typical SIMD instructions include streaming SIMD extensions (SSE), advanced vector extensions (AVX)/AVX2 and AVX512 in order of the oldest to newest [44]. Moreover, fused multiply-add 3 (FMA3) [44] is a special instruction. FMA3 computes $A \times B + C$ by one instruction. There are three notable changes in SIMD. First, the vector length is growing. For example, the lengths of SSE, AVX/AVX2 and AVX512 are 128 bits (4 float elements), 256 bits (8 float elements) and 512 bits (16 float elements), respectively. Second, several instructions have been added, notably, gather and scatter instructions [42]. These instructions load/store data of discontinuous positions in memory. gather has been implemented in the AVX2, and scatter has been implemented in the AVX512. Before gather was implemented, the set instruction was used. The set instruction stores data in the SIMD register from scalar registers (see Figure 3.2). Thus, the instruction incurs a high computational cost. Third, even with the same instruction, instruction latency depends on CPU microarchitecture. Therefore, the effective vectorization is different for each CPU microarchitecture.

The expansion of SIMD instructions influences vectorization for the edge-preserving filtering. We can accelerate the filters by the increased number of vectorizing elements. Furthermore, the gather instruction is useful for referencing lookup tables (LUTs). Using LUTs is a typical acceleration technique

---

\[\text{for example, the latency of the add instruction indicated at https://software.intel.com/sites/landingpage/IntrinsicsGuide/\#text=\_mm256\_add\_ps}\]
3.5 Proposed Methods for the Prevention of Denormalized Numbers

An edge-preserving filter has a range kernel and a spatial kernel or only a range kernel. When the similarity of color intensity is low, and the spatial distance is long, the weight of the kernel is exceedingly small. For example, in the bilateral filter for a color image, when the parameters are \( \sigma_r = 32 \), \( I(p) = (255, 255, 255) \) and \( I(q) = (0, 0, 0) \), the range weight is \( 4.29 \times 10^{-42} \), which is the minimum value of the range kernel and is a denormalized number in float. Note that the remaining spatial kernel does not multiply the weight. Thus, the total value becomes smaller than the range weight. Moreover, the non-local means filtering is more likely to involve denormalized numbers from Equation 3.4. Notably, the occurrence frequency of denormalized numbers is low when the smoothing parameters are large. This parameter overly smooths edge-parts; thus, the smoothing parameters should be small in most cases.

We propose new methods to prevent the occurrence of denormalized numbers for the edge-preserving filtering. The proposed methods deal with the two cases: a weight function contains only one term or multiple terms. For the former cases, we consider two implementations: computing directly and referring to only one LUT. For the latter cases, we also consider two implementations: computing directly and referring to each of multiple LUTs.

For the one-term case, the argument of the term is clipped using appropriate values so that the resulting value is not a denormalized number. If the weight function is a Gaussian distribution, the argument value \( x \) satisfies the...
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Following equations:

\[
\exp(x) > \delta_{\text{max}}, \\
x > \ln(\delta_{\text{max}}),
\]

(3.9)

where \( \delta_{\text{max}} \) is the maximum value of the denormalized number. In other words, Equation 3.9 can be written as follows:

\[
x \geq \ln(\nu_{\text{min}}),
\]

(3.10)

where \( \nu_{\text{min}} \) denotes the minimum value of the normal number. \( \delta_{\text{max}} \) and \( \nu_{\text{min}} \) are set based on the precision of floating point numbers. In the proposed method, an argument value is clipped by \(-87.3365478515625 = \ln(\nu_{\text{min}})\) in float.

For the multiple terms, the clipping method is inadequate because denormalized numbers could occur owing to the multiplication of multiple terms. Therefore, the weights are multiplied by an offset value in the proposed method. The offset value satisfies the following equations:

\[
o \times \prod_{n} \min_{x \in \Lambda_{n}} w_{n}(x) > \delta_{\text{max}},
\]

(3.11)

\[
\frac{\nu_{\text{max}}}{255|\mathcal{N}(p)|} \geq o \times \prod_{n} \max_{x \in \Lambda_{n}} w_{n}(x),
\]

(3.12)

\[
\nu_{\text{max}} \geq o \times \delta_{\text{max}},
\]

(3.13)

where \( o \) is an offset value and \( w_{k} \) is the \( k \)-th weight function, which is a part of the decomposed weight function. \( N \) is the number of terms in the weight function. \( \Lambda_{k} \) is a set of possible arguments in the \( k \)-th weight function, and \( \nu_{\text{max}} \) is the maximum value of normal numbers. Equation 3.12 limits the summation in Equation 3.1 such that it does not exceed the normal number when the image range is 0–255. Notably, \( \min_{x} w_{n}(x) \) and its product are occasionally zero owing to underflow, even if the mathematical results of the weight function are non-zero. When the number of terms is large or \( \min_{x} w_{n}(x) \) is very small, \( o \) is very large. Therefore, Equations (3.12) and (3.13) cannot be satisfied. In this condition, we must reduce the number of significant figures of \( w_{n}(\cdot) \) to eliminate the occurrence of denormalized numbers. Note that \( o \) should be large to ensure that the number of significant figures of \( w_{n}(\cdot) \) is large. In the edge-preserving filtering, \( \max_{x} w_{n}(x) \) is one. Therefore, Equation 3.12 is transformed as follows:

\[
\frac{\nu_{\text{max}}}{255|\mathcal{N}(p)|} \geq o.
\]

(3.14)
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Accordingly, \( o \) should be \( \frac{\nu_{\text{max}}}{255|\mathcal{N}(p)|} \), if we achieve higher accuracy. Even when the number of significant figures cannot be decreased sufficiently, the method can decrease the rate of occurrence of denormalized numbers.

The proposed methods are implemented by using max and/or multiplication operations. The weight function of the bilateral filter is considered to be composed of only one term or multiple terms. The one-term case of the bilateral filter is implemented as follows:

\[
f(p, q) := \exp\left(\max\left(\frac{\|p - q\|_2^2}{-2\sigma_s^2} + \frac{\|I(p) - I(q)\|_2^2}{-2\sigma_r^2}, \ln(\nu_{\text{min}})\right)\right).
\]

The multiple terms case is implemented as follows:

\[
f(p, q) := o \times \exp\left(\max\left(\frac{\|p - q\|_2^2}{-2\sigma_s^2}, \ln(\nu_{\text{min}})\right)\right) \\
\exp\left(\max\left(\frac{\|I(p) - I(q)\|_2^2}{-2\sigma_r^2}, \ln(\nu_{\text{min}})\right)\right),
\]

\[o = \frac{\nu_{\text{max}}}{255|\mathcal{N}(p)|},\]

where the following equation must be satisfied:

\[o \times \exp\left(\frac{2r^2}{-2\sigma_s^2}\right) \exp\left(\frac{3 \times 255^2}{-2\sigma_r^2}\right) > \delta_{\text{max}}.\]  

Note that \( o \) has no effect unless it is firstly multiplied by the term of the decomposed weight function. If the equation is not satisfied because the minimal values of the range and spatial kernels are very small, Equation 3.16 is transformed as follows:

\[
f(p, q) := o \times \exp\left(\max\left(\frac{\|p - q\|_2^2}{-2\sigma_s^2}, s\right)\right) \\
\exp\left(\max\left(\frac{\|I(p) - I(q)\|_2^2}{-2\sigma_r^2}, s\right)\right),
\]

where \( s \) controls the number of significant figures and is obtained using the same method as Equation 3.10. The other filters can be realized in the same way. The computational costs of the proposed methods are significantly lower than the cost of computing denormalized numbers. Moreover, when using LUTs, the costs of the proposed methods can be neglected. In this case, the proposed methods are applied in preprocessing for creating LUTs. Therefore, the benefits of the proposed methods can be significant.
3.6 Effective Implementation of Edge-Preserving Filtering

In the edge-preserving filtering, weight calculation accounts for the largest share of processing time. Thus, we consider the implementation of the weight calculation. There are three approaches for the arithmetic computation of the weight function [82]: direct computation, by using LUTs and a combination of both [82]. Computing of usual arithmetic functions has lower cost than the transcendental functions, i.e., exp, log, sin and cos, or heavy algebraic functions, e.g., sqrt. For the high-cost function, the LUT is effective when arithmetic computing is a bottleneck. By contrast, computing is valid when memory I/O is a bottleneck. We can control the trade-off by using the LUT and computation.

In the bilateral filter, the possible types of implementation are as follows:

- **RCSC**: range computing spatial computing; range and spatial kernels are directly and separately computed.
- **MC**: merged computing; range and spatial kernels are merged and directly computed.
- **RCSL**: range computing spatial LUT; the range kernel is directly computed, and LUTs are used for the spatial kernel.
- **RLSC**: range LUT spatial computing; LUTs are used for the range kernel, and the spatial kernel is directly computed.
- **RLSL**: range LUT spatial LUT; LUTs are used for both range and spatial kernels.
- **ML**: merged LUT; LUTs are used for the merged range and spatial kernels.
- **RqLSL, RLSqL**: range (quantized) LUT spatial (quantized) LUT; LUTs are quantized for each range and spatial LUT in RLSL
- **MqL**: merged quantized LUT; range and spatial kernels are merged, and then, the LUTs are quantized.

In the non-local means filtering process, the possible types of implementation are reduced, because the filter does not contain the spatial kernel. The possible types of implementation are as follows:

- **RC**: range computing; the range kernel is directly computed.
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- RL: range LUT; LUTs are used for the range kernel.
- RqL: range quantized LUT; quantized LUTs are used for the range kernel.

We consider five types of implementation for bilateral filtering, namely, MC, RCSL, RLSL, RqLSL and MqL. Notably, we did not implement the RCSC, RLSC, RLqSL and ML, because the cost of computing the spatial kernel is lower than that of computing the range kernel, and the size of the range/merged LUT is larger than that of the spatial LUT. We also implement three types for non-local means filtering, such as RC, RL and RqL. Note that the pairs of MC/RC, RLSL/RL and RqLSL/RqL are similar without spatial computation.

In the MC/RC implementation, weights are directly computed for each iteration. In the bilateral and bilateral non-local means filtering, two exponential terms are computed as one exponential term considering the nature of the exponential function. The implementation is computationally expensive because it involves weight calculation every time. However, this point is not always a drawback. The calculation increases arithmetic intensity, which is the ratio of the number of float-number operations per the amount of the accessed memory data. When the arithmetic intensity is low, the computational time is limited by memory reading/writing [83]. In image processing, arithmetic intensity tends to be low, but the MC/RC implementation improves the arithmetic intensity. Therefore, the MC/RC implementation may be practical in a few cases.

RCSL can be applied to filters, which contain a spatial kernel. These filters include the bilateral and bilateral non-local means filters. The exponential term of the range kernel is computed every time, and LUTs are used as the weights of the spatial kernel. The size of the spatial LUT is the kernel size. In the bilateral filters, the weight function in the proposed implementation can be expressed as follows:

\[
\begin{align*}
f(p, q) &= EXP_s[p - q] \exp\left(-\frac{\|I(p) - I(q)\|^2}{2\sigma_r^2}\right), \quad (3.20) \\
EXP_s[x] &= \exp\left(\frac{\|x\|^2}{-2\sigma_s^2}\right), \quad (3.21)
\end{align*}
\]

where \(EXP_s[\cdot]\) is the spatial LUT. The first term is calculated for all possible arguments; subsequently, the weight values are stored in a LUT before filtering. Because the combinations of the relative distances of \(p\) and \(q\) are identical in all kernels, it is not required to calculate the relative distances for each kernel.
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In RLSL/RL, LUTs are used as the weights of the range and the spatial kernels. The LUTs are created for the range or spatial kernel. For Gaussian range and non-local means filtering, the spatial kernel is omitted or always considered to be one. Only one LUT is used for the kernel, but the LUT is referenced for each channel using the separate representation of an exponential function. Notably, we can save the LUT size, which is 256. If we use an LUT for merged representation of an exponential function, its size becomes $255 \times 3 + 1 = 195,075$. In the bilateral filter for a color image, the weight function of the implementation is expressed as follows:

$$f(p, q) := EXP_s[p - q]$$
$$EXP_r[\|I(p)_r - I(q)_r\|_1]$$
$$EXP_r[\|I(p)_g - I(q)_g\|_1]$$
$$EXP_r[\|I(p)_b - I(q)_b\|_1]$$ (3.22)

$$EXP_r[x] := \exp\left(\frac{x^2}{2sigma^2}\right),$$ (3.23)

where $\lfloor \cdot \rfloor$ is the floor function, $\| \cdot \|_1$ is the L1 norm and $I(\cdot)_r, I(\cdot)_g$ and $I(\cdot)_b$ are the red, green and blue channels in $I(\cdot)$, respectively. $EXP_r[\cdot]$ is the range LUT, and $EXP_s[\cdot]$ is identical to Equation 3.21. These LUTs are accessed frequently. Hence, the arithmetic intensity is low.

In RqLSL/RqL, the range LUT for the merged representation of an exponential function is quantized to reduce the LUT size. Therefore, the LUT is approximated. This implementation is faster than using a large LUT and accessing the LUT multiple times, such as RLSL/RL. In the bilateral filter, the weight function of the implementation is expressed as follows:

$$f(p, q) := EXP_s[p - q]EXP_q[\|\phi(I(p) - I(q))\|_2^2])],$$ (3.24)

$$EXP_q[x] := \exp\left(\frac{\psi(x)}{2sigma^2}\right),$$ (3.25)

where $\phi(\cdot)$ and $\psi(\cdot)$ denote a quantization function and an inverse quantization function, respectively. By converting the range of the argument through the quantization function, the size of the LUT can be reduced. The LUT size is $\lfloor \phi(3 \times 255^2) \rfloor + 1$. We use the square root function ($\sqrt{\cdot}$) and division for the quantization function. In $\sqrt{\cdot}$, the quantization function and the inverse quantization function are expressed as follows:

$$\phi(x) := n\sqrt{x},$$ (3.26)

$$\psi(x) := \frac{x^2}{n^2},$$ (3.27)
3.6. EFFECTIVE IMPLEMENTATION OF
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where \( n \) controls the LUT size. In div, they are expressed as follows:

\[
\phi(x) := \frac{x}{n},
\]
\[
\psi(x) := x \times n. \quad (3.28)
\]

In sqrt, the size of the quantization range LUT is \( 442 = \lfloor \sqrt{3 \times 255^2} \rfloor + 1 \). In
div, it is \( 195,076 = 3 \times 255^2 + 1 \), where \( n = 1 \).

In MqL, the range and spatial LUTs are merged, and then, the LUT is
quantized. This implementation uses only one LUT. Thus, we do not require
to multiply the range and spatial kernels. In the MqL, the weight function
of the bilateral filter is expressed as follows:

\[
f(p, q) := EXP_{rq}[[\phi(p^2) \| p - q \|_2^2 + \| I(p) - I(q) \|_2^2]], \quad (3.30)
\]

where \( EXP_{rq}[] \) is identical to Equation 3.25. The other filters are imple-
mented in the same way. The size of the quantization merged LUT is larger
than that of the quantization range LUT. The quantization merged LUT can
be accessed only once in the weight calculation. The accuracy decreases, as
does the quantization range LUT.

Furthermore, we consider the data type of an input image. The typical
data type of input images is unsigned char, although floating point numbers
are used in filter processing. Therefore, unsigned char values of the input
image are converted to float/double before the filtering or during the filtering.
Note that float is typically used. The bit length of the double is longer than
that of float. Hence, the computational time when using double is slower
than that when using float. When the input type is unsigned char, we must
convert pixel values redundantly to floating point numbers for every loaded
pixel. The converting time is \( SK \), where \( S \) and \( K \) are the image and kernel
size, respectively. By contrast, if the input type is a floating point number,
which is pre-converted before filtering, the conversion process can be omitted
in filtering. The converting times is \( S \). However, in the case of inputting
unsigned char, the arithmetic intensity is higher than that of float. This is
because the bit length of unsigned char is shorter than that of float. We
should consider the tradeoff between the number of converting times and
arithmetic intensity owing to the size of the image and kernel.

In the use of LUTs, these implementation approaches can be applied to
arbitrary weight functions, which are not limited to the weighting functions
consisting of exponential functions in the present study. Especially, if a
weight function is computationally expensive, the use of a LUT is more
practical.
3.7. EXPERIMENTAL RESULTS

Table 3.1: Computers used in the experiments.

<table>
<thead>
<tr>
<th>CPU</th>
<th>Intel Core i7 3970X</th>
<th>Intel Core i7 4960X</th>
<th>Intel Core i7 5960X</th>
<th>Intel Core i7 6950X</th>
<th>Intel Core i9 7980XE</th>
<th>AMD Ryzen Threadripper 1920X</th>
</tr>
</thead>
<tbody>
<tr>
<td>memory</td>
<td>DDR4-1600 16 GBytes</td>
<td>DDR3-1600 16 GBytes</td>
<td>DDR4-2133 32 GBytes</td>
<td>DDR4-2400 32 GBytes</td>
<td>DDR4-2400 16 GBytes</td>
<td>DDR4-2400 16 GBytes</td>
</tr>
<tr>
<td>SIMD instruction sets</td>
<td>SSE4.2 AVX</td>
<td>SSE4.2 AVX</td>
<td>SSE4.2 AVX</td>
<td>SSE4.2 AVX</td>
<td>SSE4.2 AVX</td>
<td>SSE4.2 AVX</td>
</tr>
<tr>
<td></td>
<td>AVX/AVX2 FMA3</td>
<td>AVX/AVX2 FMA3</td>
<td>AVX/AVX2 FMA3</td>
<td>AVX/AVX2 FMA3</td>
<td>AVX/AVX2 FMA3</td>
<td>AVX/AVX2 FMA3</td>
</tr>
</tbody>
</table>

Notably, in these types of implementations, the weight of the target pixels, which is at the center of the kernel, need not be calculated. The weight of the target pixels is always one. When \( r \) is small, this approach accelerates the filtering process somewhat.

3.7 Experimental Results

We verified the occurrence of denormalized numbers in the bilateral filtering, non-local means filtering, Gaussian range filtering and bilateral non-local means filtering processes. Moreover, we discussed the effective vectorization of bilateral filtering and non-local means filtering on the latest CPU microarchitectures. These filters were implemented in C++ by using OpenCV [84]. Additionally, multi-core parallelization was executed using Concurrency, which is a parallelization library provided by Microsoft, also called the parallel patterns library (PPL). Table 3.1 shows the CPUs, SIMD instruction sets and memory employed in our experiments. Windows 10 64-bit was used as the OS, and Intel Compiler 18.0 was employed. For referring LUTs, the set or gather SIMD instructions were employed. The outermost loop was parallelized by multi-core threading, and we had pixel-loop vectorization [85]. This implementation was found to be the most effective [85]. Notably, a vectorized exponential operation is not implemented in these CPUs. Hence, we employed a software implementation, which is available in Intel Compiler. The experimental code\(^2\) spanned around 95,000 lines.

3.7.1 Influence of Denormalized Numbers

We compared the proposed methods with the straightforward approach (none) and four counter-approaches for denormalized numbers. These approaches involve converting denormalized numbers to normal numbers (convert) and using FTZ and/or DAZ flags (FTZ, DAZ, and FTZ and DAZ). The convert implementation clips a calculated value to a normal number value in

\(^2\)https://github.com/yoshihiromaed/FastImplementation-BilateralFilter
the weight calculation by means of a min-operation with the minimal value of the normal numbers, such as min(exp(a) × exp(b), v), where a and b are variables and v is the minimal value of the normal numbers. Figures 3.3–3.10 show the results of computational time and speedup ratio of various types of implementation on Intel Core i9 7980XE. The computational time was taken as the median value of 100 trials. The parameters were identical for all filters. Notably, in the RqLSL/RqL and MqL implementation, sqrt was used as the quantization function, and n = 1. These figures indicate that the proposed methods for handling denormalized number were the fastest among the other approaches for each implementation. The proposed methods were up to four-times faster than the straightforward approach. In many cases, the none implementation using double was faster than that using float. The range of magnitudes of double was larger than that of float. Hence, the occurrence frequency of denormalized numbers was lower. In the case of double, however, there was no significant speedup in all approaches for managing denormalized numbers. Because double had twice the byte length compared to float, the corresponding computational time was approximately twice as long, as well. Therefore, the implementation using double was slower than that using float when the influence of denormalized numbers was eliminated. In the RqL of the Gaussian range and the non-local means filters and the MqL of the bilateral and bilateral non-local means filters, the speedup ratio of the proposed methods was almost the same as that of the convert, FTZ and FTZ and DAZ implementation. In these approaches, denormalized numbers occurred only when LUTs were created, and the denormalized numbers were eliminated during LUT creation. Thus, during the filtering process, denormalized numbers did not occur. Therefore, the RqL and MqL implementation could achieve the same effect as the proposed methods did. In addition, DAZ had almost no effect because DAZ was executed only if an operand was a denormalized number. As shown in Figure 3.1, denormalized numbers occurred in edges. Therefore, if the weight of the range kernel was small or the multiplication of the range kernel with the spatial kernel was possible, denormalized numbers were likely to occur.

Tables 3.2–3.5 show the speedup ratio of the MC/RC implementation between the proposed methods and the none implementation for each set of smoothing parameters. Note that when σ_s, r, and the search window size are larger, the amount of processing increases. The tables indicate that the proposed methods are 2–5-times faster than the none implementation. When the smoothing parameters are small and the amount of processing is large, the speedup ratio is high. Therefore, the influence of denormalized numbers is strong when the degree of smoothing is small and the amount of processing is large.
To verify the accuracy of the proposed methods, we compared the scalar implementation in double-precision with the proposed methods and other approaches regarding peak signal-to-noise ratio (PSNR). The results are shown in Figure 3.11. The proposed methods hardly affect accuracy. Note that the accuracies of the RqL and MqL implementation are slightly lower than those of the other types of implementation because the LUTs are approximated. In these types, the accuracy deterioration is not significant because human vision does not sense differences higher than 50 dB [86,87].

3.7.2 Effective Implementation on CPU Microarchitectures

In this subsection, we verify the effective vectorization of the bilateral filter and the non-local means filter on the latest CPU microarchitectures. The proposed methods for denormalized numbers have already been applied to these filters. Figures 3.12 and 3.13 show the computational times of the bilateral filter and the non-local means filter for each CPU microarchitecture. These filters were implemented using float. Notably, in the RqLSL/RqL and MqL implementation, sqrt was used as the quantization function and \( n = 1 \). The RqLSL/RqL implementation is the fastest in these CPU microarchitectures. This implementation has a lower computational cost than the MC/RC implementation. Moreover, the number of LUT accesses is lower than that in the case of the RLSL/RL implementation. The computational time of the MC/RC implementation is almost the same as that of the RLSL/RL and RqLSL/RqL implementation or faster than that of the RLSL/RL implementation. This tendency can be stronger in the latest CPU microarchitectures because computational time is limited by the memory reading/writing latency. Besides, the computation time of the RqLSL implementation is almost the same as that of the MqL implementation, but that of the RqLSL implementation is slightly faster than that of the MqL implementation. The size of the merged quantization LUT is larger than that of the range quantization LUT. The effects of the size of the quantization LUT and the quantization function are discussed in the following paragraph. The RLSL/RL, RqLSL/RqL and MqL implementations in which the \textit{gather} instruction is employed are faster than the implementations in which the \textit{set} instruction is employed. However, on the Intel Core i7 5960X and AMD Ryzen Threadripper 1920X CPUs, the implementations in which the \textit{gather} instruction is used are slower than the implementations in which the \textit{set} instruction is used. In the bilateral filter and the non-local means filter, when the SIMD’s vector length increases, all types of implementations with longer SIMD instructions
are faster than that with shorter SIMD instructions. Furthermore, in a comparison of the implementations with/without FMA3, the FMA3 instruction improved computational performance slightly. These results indicate that effective vectorization of the bilateral filter and the non-local means filter are different for each CPU microarchitecture. Figures 3.14 and 3.15 show the speedup ratio of the bilateral filter and the non-local means filter for each CPU microarchitecture. If the ratio exceeds one, the corresponding implementation is faster than the scalar implementation for each CPU microarchitecture. Multi-core threading parallelized both the scalar and the vectorized implementations for focusing on comparing vectorized performance. In the case of the bilateral filter, the fastest implementation is 170-times faster than the scalar one. Moreover, in the case of the non-local means filter, the fastest implementation is 200-times faster than the scalar one. The speedup was determined by the management of denormalized numbers and effective vectorization. Thus, the effect of using a multi-core CPU is not evaluated in the verification.

We discuss the relationship between accuracy and computational time for various types of implementation involving the use of the quantization LUT. Figure 3.16 shows the relationship between calculation time and accuracy of the RqL and the MqL implementation. In this figure, we changed the quantization functions and the size of the quantization range/merged LUTs. The quantization functions were square root function (sqrt) and division (div). Note that the maximal value in the case of the RqLSL/RqL implementation is commensurate with that of the non-quantized cases. In the RqLSL/RqL and MqL implementation, the accuracy and computational time have a trade-off. These implementations accelerate these filters while maintaining high accuracy, when the LUT size is practical. The characteristics of the performance depend on the quantization functions. Therefore, we must choose the functions and the LUT size by considering the required accuracy and computational time.

Figure 3.17 shows the computational time of using unsigned char (8U) and float (32F) in the MC/RC implementation. Note that the computational time is plotted on a logarithmic scale. The 8U implementation of the bilateral filter is faster than the 32F implementation, when \( r \) is small. By contrast, when \( r \) is large, the 8U implementation is slower than the 32F implementation. If the cost of the conversion process in 8U is low, the arithmetic intensity of the 8U implementation would be larger than that of the 32F implementation. However, in the 8U implementation, the conversion cost increases owing to the redundant conversion of the pixels as the amount of processing increases. In the non-local means filter, when the template window size is \((3, 3)\), the 8U implementation is always faster than the 32F
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implementation. When the template window size is (5, 5), the 8U implementation is slower than the 32F implementation in the case of the large search window. The arithmetic intensity of the non-local means filter is low because many pixels are accessed. Therefore, we can improve the arithmetic intensity by using the 8U implementation. However, if the amount of processing is large, we should use 32F. As a result, the speeds of the 8U and 32F implementation depend on the amount of processing, which are changed by the filtering kernel size and arithmetic intensity.

Figure 3.18 shows the speedup ratio of each implementation of the proposed methods for prevention of denormalized numbers. If the speedup ratio exceeds one, the implementation is faster than the scalar implementation. All types of implementation were parallelized by multi-core threading. The figure shows that the fastest implementation of the bilateral filter and the non-local means filter is 152- and 216-times faster than the scalar implementation, respectively. Therefore, we can achieve significant acceleration by applying the proposed methods for preventing the occurrence of denormalized numbers and selecting the implementation approaches of weight calculation and the appropriate data type.

Finally, we compared the fastest implementation with OpenCV, which is the de facto standard image processing library [84]. Figure 3.19 shows the computational times of our implementation and the OpenCV’s implementation with its speedup ratio. Notably, the computational time is plotted on the logarithmic scale. Our method is 2–14-times faster than OpenCV. In the OpenCV implementation, the distance function of the range kernel is not the L2 norm, and the kernel shape is circular for acceleration (see Appendix B); therefore, PSNR is low. By contrast, our implementation slightly approximates the kernel LUT, and the kernel shape is rectangular. Therefore, the proposed methods are more practical.

3.8 Conclusions

In this chapter, we propose methods to accelerate bilateral filtering and non-local means filtering. The proposed methods prevent the occurrence of denormalized numbers, which has a large computational cost for processing. Moreover, we verify various types of vectorized implementations on the latest CPU microarchitectures. The results are summarized as follows:

1. The proposed methods are up to five-times faster than the implementation without preventing the occurrence of denormalized numbers.

2. In modern CPU microarchitectures, the gather instruction in the SIMD
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Figure 3.3: Computational time of the bilateral filter on Intel Core i9 7980XE. The computational times are shown in terms of single precision (32F) and double precision (64F) floating point numbers. $\sigma_r = 4$, $\sigma_s = 6$, $r = 3\sigma_r$. Image size is $768 \times 512$.

1. The instruction set is effective for loading weights from the LUTs.

2. By reducing the LUT size through quantization, the filtering can be accelerated while maintaining high accuracy. Moreover, the optimum quantization function and the quantization LUT size depends on the required accuracy and computational time.

3. When the kernel size is small, the 8U implementation is faster than the 32F implementation. By contrast, in the case of the large kernel, the 32F implementation is faster than the 8U implementation.

In the future, we will verify the influence of denormalized numbers on GPUs. In particular, we are planning to implement edge-preserving filters on GPUs and to verify the influence of the denormalized numbers on computation time in GPUs. Furthermore, we will design effective implementations of the filters on GPUs.
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Figure 3.4: Speedup ratio of bilateral filter on Intel Core i9 7980XE. The speedup ratio is shown regarding single precision (32F) and double precision (64F) floating point numbers. If the ratio exceeds one, all implementation of the method are faster than the straightforward implementation (none). $\sigma_r = 4$, $\sigma_s = 6$, $r = 3\sigma_r$. Image size is 768 $\times$ 512.

Table 3.2: Computational time and speedup ratio of bilateral filtering in the merged computing (MC) implementation using AVX512 for various parameters. These results were obtained on an Intel Core i9 7980XE. If the ratio exceeds 1, the proposed methods are faster than the straightforward implementation (none) for each parameter. $r = 3\sigma_s$, and image size is 768 $\times$ 512.

<table>
<thead>
<tr>
<th>(a) Computational time (proposed) [ms]</th>
<th>(b) Computational time (none) [ms]</th>
<th>(c) Speedup ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_s$</td>
<td>$\sigma_r$</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>17.48</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>43.96</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>147.76</td>
</tr>
</tbody>
</table>
Figure 3.5: Computational time of Gaussian range filter on Intel Core i9 7980XE. The computational times are shown in terms of single precision (32F) and double precision (64F) floating point numbers. $\sigma_r = 4$, and $r = 18$. Image size is 768 $\times$ 512.

Table 3.3: Computational time and speedup ratio of Gaussian range filter in the range computing (RC) implementation using AVX512 for various parameters. These results were obtained on an Intel Core i9 7980XE. If the ratio exceeds 1, the proposed methods are faster than the straightforward implementation (none) for each parameter. Image size is 768 $\times$ 512.
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Figure 3.6: Speedup ratio of Gaussian range filter on Intel Core i9 7980XE. The speedup ratio is shown in single precision (32F) and double precision (64F) floating point numbers. If the ratio exceeds one, all implementation of the method are faster than the straightforward implementation (none). \( \sigma_r = 4 \), and \( r = 18 \). Image size is 768 \( \times \) 512.

Table 3.4: Computational time and speedup ratio of non-local means filter in the RC implementation using AVX512 for various parameters. These results were obtained on an Intel Core i9 7980XE. If the ratio exceeds 1, the proposed methods are faster than the straightforward implementation (none) for each parameter. Template window size is (3, 3), and image size is 768 \( \times \) 512.
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Figure 3.7: Computational time of non-local means filter on Intel Core i9 7980XE. The computational times are shown in terms of single precision (32F) and double precision (64F) floating point numbers. \( h = 4\sqrt{2} \), template window size is (3, 3), and search window size is (37, 37). Image size is 768 \( \times \) 512.

Table 3.5: Computational time and speedup ratio of the bilateral non-local means filter in the MC implementation using AVX512 for various parameters. These results were calculated using an Intel Core i9 7980XE. If the ratio exceeds 1, the proposed methods are faster than the straightforward implementation (none) for each parameter. Template window size is (3, 3); search window size is \((2 \times 3\sigma_s + 1, 2 \times 3\sigma_s + 1)\); and image size is 768 \( \times \) 512.

\[
\begin{array}{cccc}
\sigma_s & h & 4\sqrt{2} & 8\sqrt{2} & 16\sqrt{2} \\
4 & 40.20 & 40.05 & 39.92 \\
8 & 133.61 & 133.02 & 132.85 \\
16 & 496.86 & 496.57 & 495.89 \\
\end{array}
\quad
\begin{array}{cccc}
\sigma_s & h & 4\sqrt{2} & 8\sqrt{2} & 16\sqrt{2} \\
4 & 99.14 & 84.85 & 82.85 \\
8 & 340.29 & 311.72 & 301.38 \\
16 & 1166.17 & 1191.36 & 1163.34 \\
\end{array}
\quad
\begin{array}{cccc}
\sigma_s & h & 4\sqrt{2} & 8\sqrt{2} & 16\sqrt{2} \\
4 & 2.47 & 2.12 & 2.08 \\
8 & 2.55 & 2.34 & 2.27 \\
16 & 2.35 & 2.40 & 2.35 \\
\end{array}
\]
Figure 3.8: Speedup ratio of non-local means filter on Intel Core i9 7980XE. The speedup ratio is shown regarding single precision (32F) and double precision (64F) floating point numbers. If the ratio exceeds one, all implementation of the method are faster than the straightforward implementation (none). $h = 4\sqrt{2}$; template window size is $(3, 3)$, and search window size is $(37, 37)$. Image size is $768 \times 512$. 
Figure 3.9: Computational time of bilateral non-local means filter on Intel Core i9 7980XE. The computational times are shown in terms of single precision (32F) and double precision (64F) floating point numbers. $\sigma_s = 6$, $h = 4\sqrt{2}$; template window size is $(3, 3)$, and search window size is $(2 \times 3\sigma_s + 1, 2 \times 3\sigma_s + 1)$. Image size is $768 \times 512$. 
Figure 3.10: Speedup ratio of bilateral non-local means filter on Intel Core i9 7980XE. The speedup ratio is shown regarding single precision (32F) and double precision (64F) floating point numbers. If the ratio exceeds one, all implementation of the method are faster than the straightforward implementation (none). $\sigma_s = 6$, $h = 4\sqrt{2}$, template window size is $(3, 3)$, and search window size is $(2 \times 3\sigma_s + 1, 2 \times 3\sigma_s + 1)$. Image size is $768 \times 512$. 
Figure 3.11: PSNRs of the bilateral filter, Gaussian range filter, non-local means filter and bilateral non-local means filter. Note that the maximal value in (a–d) is infinity.
Figure 3.12: Computational time of the bilateral filter in various CPU microarchitectures. \( \sigma_r = 4, \sigma_s = 6 \) and \( r = 3\sigma_s \). Image size is \( 768 \times 512 \).

Figure 3.13: Computational time of non-local means filter in various CPU microarchitectures. \( h = 4\sqrt{2} \); template window size is \((3,3)\); and search window size is \((37,37)\). Image size is \( 768 \times 512 \).
Figure 3.14: Speedup ratio of bilateral filter in various CPU microarchitectures. If the ratio exceeds one, the implementation is faster than a scalar implementation for all CPU microarchitectures. Note that the scalar implementation is parallelized using multi-core. $\sigma_r = 4$, $\sigma_s = 6$ and $r = 3\sigma_s$. Image size is $768 \times 512$. 
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Figure 3.15: Speedup ratio of non-local means filter in various CPU microarchitectures. If the ratio exceeds one, the implementation is faster than a scalar implementation for each CPU microarchitecture. Note that the scalar implementation is parallelized using multi-core. $h = 4\sqrt{2}$; template window size is $(3, 3)$; and search window size is $(37, 37)$. Image size is $768 \times 512$. 

(a) SSE.

(b) AVX/AVX2.

(c) AVX/AVX2 with FMA3.

(d) AVX512.

(e) AVX512 with FMA3.
Figure 3.16: PSNR vs. computational time in quantization range/merged LUT. In sqrt and div, the quantization function is square root and division, respectively. These results were obtained on an Intel Core i9 7980XE. $\sigma_r = 4$, $\sigma_s = 6$, $h = 4\sqrt{2}$; and search window size is $(37, 37)$. Image size is $768 \times 512$.

Figure 3.17: Computational time when using unsigned char (8U) and single precision floating point number (32F) with respect to kernel radius. Note that the computational time is plotted on the logarithmic scale. These results were obtained on an Intel Core i9 7980XE. $\sigma_r = 4$, $\sigma_s = 4$; and image size is $768 \times 512$. 

(a) Bilateral filter.

(b) Non-local means filter
(template window= (3,3)).

(c) Non-local means filter
(template window= (5,5)).
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Figure 3.18: Speedup ratios of various proposed implementation approaches and that of scalar implementation. The types of implementation considered herein are parallelized using multi-cores. These results were obtained on an Intel Core i9 7980XE. $\sigma_r = 4$, $\sigma_s = 4$, $r = 3\sigma_s$; and image size is $768 \times 512$.

Figure 3.19: Computational time and speedup ratio of fastest implementation and OpenCV implementation in bilateral filter. These results were calculated using an Intel Core i9 7980XE. Note that the computational time is plotted on the logarithmic scale. If the speedup ratio exceeds one, the fastest implementation is faster than the OpenCV implementation. $\sigma_r = 16$, $r = 3\sigma_s$; and image size is $768 \times 512$. For $\sigma_s = 4$, the PSNRs of the proposed method and OpenCV are 84.63 dB and 44.08 dB, respectively. For $\sigma_s = 8$, they are 85.45 dB and 43.55 dB, respectively. For $\sigma_s = 16$, they are 84.41 dB and 43.19 dB, respectively.
Chapter 4

Directional Cubic Convolution Interpolation with Edge Preserving Detail Enhancement

4.1 Introduction

Image upsampling is one of fundamental tools in image processing. Typical algorithms of the image upsampling are linear interpolation and bicubic interpolation. In addition, edge-directed algorithms are proposed [88–90]. The edge-directed algorithms interpolate pixels while considering the edge direction. The representatives of the algorithms include new edge-directed interpolation (NEDI) [88] and directional cubic convolution interpolation (DCCI) [90]. Especially, DCCI achieves both high accuracy and high speed among these algorithms. These algorithms upsample an image in a stepwise manner. A part of pixels are interpolated based on a low-resolution image at first, and then other pixels are interpolated based on interpolated pixel and low-resolution image. The algorithms have a high accuracy of upsampling and suppress ringing of diagonal edges. However, the algorithms limit upsampling rate to exponent of 2.

In image upsampling, an input image often lack high-frequency signal; thus, detail enhancement is used for supplementing high-frequency signal. The detail enhancement emphasizes edges of the image for amplifying high-frequency signals. In its processing, detail and base signals are separated by using smoothing filtering and the detail signals are amplified. The output image is obtained by adding amplified detail signals and base signals. If 4- or 8-neighbor average filtering is employed as the smoothing filtering, it is classical unsharp mask filtering. The drawback of the unsharp mask
filtering is that halo and gradient reversal artifacts occurs on the contour in
the enhanced image when the kernel radius of smoothing filtering is large.
By using edge-preserving filtering as the smoothing filtering, it avoids the
halo and gradient reversal artifacts [17,91].

The edge-directed upsampling has high quality for images, in which there
are large edges and not textures, e. g., cartoon images. Therefore, the upsam-
pling can accurately upsample the base signals of the detail enhancement. It
is suggested that we can achieve high accurate upsampling by separately up-
sampling these signals after the input image is separated the base and detail
signals by using the edge preserving filtering. Moreover, the approach can be
obtained the detail signals; thus, the detail enhancement can be performed.
In this section, we propose a framework that can handle simultaneous pro-
cessing of upsampling and detail enhancement.

4.2 Proposed Framework

Figure 4.1 shows the flowchart of the proposed framework. Firstly, the base
signal is filtered input image by using the guided image filtering [17] and then
the detail signal is a difference between an input image and the base signal.
Secondly, the signals are upsampling with the DCCI. Finally, the detail signal
is amplified and added it to the base signal. The proposed framework can
simultaneously achieve the detail enhancement and upsampling.

The advantages of the proposed framework are that we can achieve high
accuracy upsampling. The base signal is separated by the detail signal and
then only includes large edges by reducing the textures; hence, the DCCI can
high accurate upsampling. Therefore, the proposed framework can achieve
higher accuracy upsampling than classical and conventional upsampling when
the degree of amplification is 1. In addition, the detail enhancement can be
performed by controlling the degree of amplification.

In the detail enhancement, the edge-preserving filtering filters the original
size input image filters. In the proposed framework, the low-resolution image
is filtered; thus, the computational cost of filtering is reduced. Meanwhile, the
proposed framework twice employs DCCI on the base and detail signals. The
computational cost of the DCCI is larger than that of classical upsampling
algorithms, but that of DCCI is smaller than that of the edge-preserving
filtering. In other words, the proposed framework dare downsample the input
image so that the framework can accelerate the detail enhancement.
4.3 Experimental Results and Discussion

In the experiments, the input image is the downsampled original image. The upsampling rate was 2, 4, and 8-power. In the upsampling experiment, we measured PSNR between the upsampled image and the original image as correct image. The upsampling parameters are follows: the kernel radius of the guided filtering is 1 when the upsampling rate is 2 and 4. When the upsampling rate is 8, the radius is 2. The smoothing parameter $\epsilon$ is 0.0099, 0.0115, and 0.0135 when upsampling rate is 2, 4, and 8, respectively. The threshold $T$, which is edge detection parameter, was set to 1 when the rate was 2, and set to 1.1 when it was 4 and 8. These parameters were used in all images. $T = 1.15$ is appropriate for upsampling [90] but it was better to lower than 1.15 when separating the base and detail signals in the experiments.

In the experiment of the detail enhancement, the correct image is detail enhanced image, which is enhanced the original image. The parameters were assumed known. The kernel radius of the guided filtering is 2 when the upsampling rate is 2, and the radius is 1 when the rate is 4 and 8. The smoothing parameter $\epsilon$ is 0.0025. $T$ was set to 1.15, and the degree of amplification, which is the parameter of amplifying the detail signal, was set to 2.

Table 4.1-4.3 show results of the upsampling and detail enhancement. The accuracy of the proposed framework is the highest of the cubic convolution interpolation (CCI) and DCCI in all images and all upsampling rate. The difference of PSNR between the proposed framework and conventional methods are 0.006dB to 0.08dB. Also, in the results of detail enhancement, the proposed framework can almost approximate the upsampling results as
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The result image is shown in the Figure 4.2 and 4.3. The red circle in Figure 4.3 is the part where the difference of each method appears. The proposed methods can be restored high-frequency signal than the DCCI. For example, we can see the effect at the roof part. The proposed framework correctly reproduces diagonal edges than DCCI slightly.

We also verified the case of using bilateral filtering as the smoothing filtering, but the guided filtering was more suitable for this purpose and the results were also better than the bilateral filtering. Because the bilateral filtering does not consider the gradient in images, it converges to one color and stair effect like postalization tends to occur. On the other hand, the guided filtering can be smoothed considering the gradient. Therefore, the suitable separated signal can be obtained by using the guided filtering.

4.4 Conclusions

In this section, we propose a framework that can handle simultaneous processing of directional cubic convolution interpolation and detail enhancement. The proposed framework employs the guided filtering on to separate the base and detail signals and these signals are upsampled by DCCI individ-
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Figure 4.3: Resulting images (roof).

ually. The DCCI is appropriate for upsampling the separated signals. The proposed framework can perform the detail enhancement simultaneously by amplifying the detail signal. The results are summarized as follows:

1. In image upsampling, the proposed framework is the highest accuracy of cubic convolution interpolation and directional cubic convolution interpolation. The PSNR of the proposed framework is 0.006 dB to 0.008 dB higher than that of conventional algorithms.

2. In detail enhancement, the proposed framework obtains the same accuracy of the image upsampling.

3. The proposed framework achieve high accuracy upsampling and detail enhancement simultaneously.
Table 4.1: PSNR of upsampling and detail enhancement results. The upsample ratio is 2.

<table>
<thead>
<tr>
<th>No</th>
<th>Upsample</th>
<th>Enhance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CCI</td>
<td>DCCI</td>
</tr>
<tr>
<td>1</td>
<td>23.75</td>
<td>24.57</td>
</tr>
<tr>
<td>2</td>
<td>30.79</td>
<td>31.99</td>
</tr>
<tr>
<td>3</td>
<td>32.01</td>
<td>33.41</td>
</tr>
<tr>
<td>4</td>
<td>30.92</td>
<td>32.74</td>
</tr>
<tr>
<td>5</td>
<td>23.78</td>
<td>26.24</td>
</tr>
<tr>
<td>6</td>
<td>25.19</td>
<td>26.05</td>
</tr>
<tr>
<td>7</td>
<td>29.54</td>
<td>33.49</td>
</tr>
<tr>
<td>8</td>
<td>20.68</td>
<td>22.22</td>
</tr>
<tr>
<td>9</td>
<td>29.10</td>
<td>31.73</td>
</tr>
<tr>
<td>10</td>
<td>29.30</td>
<td>31.36</td>
</tr>
<tr>
<td>11</td>
<td>26.54</td>
<td>27.93</td>
</tr>
<tr>
<td>12</td>
<td>30.62</td>
<td>31.52</td>
</tr>
<tr>
<td>13</td>
<td>21.64</td>
<td>22.39</td>
</tr>
<tr>
<td>14</td>
<td>26.30</td>
<td>28.24</td>
</tr>
<tr>
<td>15</td>
<td>30.02</td>
<td>30.22</td>
</tr>
<tr>
<td>16</td>
<td>28.81</td>
<td>29.68</td>
</tr>
<tr>
<td>17</td>
<td>29.37</td>
<td>31.29</td>
</tr>
<tr>
<td>18</td>
<td>25.60</td>
<td>26.65</td>
</tr>
<tr>
<td>19</td>
<td>25.31</td>
<td>27.06</td>
</tr>
<tr>
<td>20</td>
<td>28.63</td>
<td>31.07</td>
</tr>
<tr>
<td>21</td>
<td>25.75</td>
<td>27.21</td>
</tr>
<tr>
<td>22</td>
<td>27.75</td>
<td>29.23</td>
</tr>
<tr>
<td>23</td>
<td>31.61</td>
<td>35.37</td>
</tr>
<tr>
<td>24</td>
<td>24.39</td>
<td>25.31</td>
</tr>
<tr>
<td>Average</td>
<td>27.39</td>
<td>29.04</td>
</tr>
</tbody>
</table>
Table 4.2: PSNR of upsampling and detail enhancement results. The upsample ratio is 4.

<table>
<thead>
<tr>
<th>No</th>
<th>CCI</th>
<th>DCCI</th>
<th>Proposed</th>
<th>Enhance</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19.04</td>
<td>20.43</td>
<td><strong>20.49</strong></td>
<td>20.03</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>26.15</td>
<td>27.89</td>
<td><strong>27.95</strong></td>
<td>26.24</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>26.98</td>
<td>29.12</td>
<td><strong>29.20</strong></td>
<td>27.90</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>25.84</td>
<td>28.03</td>
<td><strong>28.13</strong></td>
<td>26.69</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>18.78</td>
<td>20.90</td>
<td><strong>20.97</strong></td>
<td>20.44</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>21.02</td>
<td>22.32</td>
<td><strong>22.41</strong></td>
<td>21.70</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>23.31</td>
<td>26.94</td>
<td><strong>26.96</strong></td>
<td>26.19</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>16.21</td>
<td>17.97</td>
<td><strong>18.01</strong></td>
<td>17.62</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>23.57</td>
<td>26.16</td>
<td><strong>26.19</strong></td>
<td>25.22</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>24.29</td>
<td>26.64</td>
<td><strong>26.71</strong></td>
<td>25.66</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>22.21</td>
<td>23.85</td>
<td><strong>23.91</strong></td>
<td>22.94</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>25.27</td>
<td>27.82</td>
<td><strong>27.87</strong></td>
<td>26.73</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>17.76</td>
<td>18.97</td>
<td><strong>19.05</strong></td>
<td>18.57</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>21.44</td>
<td>23.48</td>
<td><strong>23.57</strong></td>
<td>22.65</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>24.13</td>
<td>26.21</td>
<td><strong>26.27</strong></td>
<td>26.72</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>24.38</td>
<td>26.73</td>
<td><strong>26.76</strong></td>
<td>25.95</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>21.00</td>
<td>22.63</td>
<td><strong>22.72</strong></td>
<td>22.14</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>20.40</td>
<td>21.98</td>
<td><strong>22.02</strong></td>
<td>21.39</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>22.78</td>
<td>25.99</td>
<td><strong>26.05</strong></td>
<td>25.50</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>21.08</td>
<td>22.96</td>
<td><strong>23.04</strong></td>
<td>22.37</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>23.26</td>
<td>24.99</td>
<td><strong>25.08</strong></td>
<td>23.86</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>25.97</td>
<td>28.59</td>
<td><strong>28.64</strong></td>
<td>27.54</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>22.50</td>
<td>24.52</td>
<td><strong>24.58</strong></td>
<td>23.76</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.3: PSNR of upsampling and detail enhancement results. The up-sample ratio is 8.

<table>
<thead>
<tr>
<th>No</th>
<th>Upsample CCI</th>
<th>DCCI</th>
<th>Proposed</th>
<th>Enhance Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17.40</td>
<td>18.58</td>
<td><strong>18.63</strong></td>
<td>18.18</td>
</tr>
<tr>
<td>2</td>
<td>23.96</td>
<td>25.95</td>
<td><strong>26.02</strong></td>
<td>24.51</td>
</tr>
<tr>
<td>3</td>
<td>24.29</td>
<td>26.88</td>
<td><strong>26.93</strong></td>
<td>25.77</td>
</tr>
<tr>
<td>4</td>
<td>22.65</td>
<td>25.20</td>
<td><strong>25.29</strong></td>
<td>24.09</td>
</tr>
<tr>
<td>5</td>
<td>16.39</td>
<td>18.09</td>
<td><strong>18.17</strong></td>
<td>17.71</td>
</tr>
<tr>
<td>6</td>
<td>19.29</td>
<td>20.77</td>
<td><strong>20.86</strong></td>
<td>20.23</td>
</tr>
<tr>
<td>7</td>
<td>19.92</td>
<td>22.15</td>
<td><strong>22.22</strong></td>
<td>21.54</td>
</tr>
<tr>
<td>8</td>
<td>14.03</td>
<td>15.63</td>
<td><strong>15.67</strong></td>
<td>15.39</td>
</tr>
<tr>
<td>9</td>
<td>20.83</td>
<td>22.85</td>
<td><strong>22.91</strong></td>
<td>22.20</td>
</tr>
<tr>
<td>10</td>
<td>21.84</td>
<td>23.93</td>
<td><strong>23.99</strong></td>
<td>23.12</td>
</tr>
<tr>
<td>11</td>
<td>20.00</td>
<td>21.78</td>
<td><strong>21.85</strong></td>
<td>21.01</td>
</tr>
<tr>
<td>12</td>
<td>22.15</td>
<td>25.36</td>
<td><strong>25.40</strong></td>
<td>24.46</td>
</tr>
<tr>
<td>13</td>
<td>16.35</td>
<td>17.45</td>
<td><strong>17.53</strong></td>
<td>17.13</td>
</tr>
<tr>
<td>14</td>
<td>18.92</td>
<td>20.85</td>
<td><strong>20.95</strong></td>
<td>20.16</td>
</tr>
<tr>
<td>15</td>
<td>20.63</td>
<td>24.72</td>
<td><strong>24.79</strong></td>
<td>24.23</td>
</tr>
<tr>
<td>16</td>
<td>23.25</td>
<td>24.80</td>
<td><strong>24.91</strong></td>
<td>23.60</td>
</tr>
<tr>
<td>17</td>
<td>21.35</td>
<td>24.10</td>
<td><strong>24.19</strong></td>
<td>23.38</td>
</tr>
<tr>
<td>18</td>
<td>19.19</td>
<td>20.53</td>
<td><strong>20.62</strong></td>
<td>20.04</td>
</tr>
<tr>
<td>19</td>
<td>18.46</td>
<td>19.99</td>
<td><strong>20.05</strong></td>
<td>19.51</td>
</tr>
<tr>
<td>20</td>
<td>19.89</td>
<td>23.33</td>
<td><strong>23.38</strong></td>
<td>22.96</td>
</tr>
<tr>
<td>21</td>
<td>18.97</td>
<td>20.73</td>
<td><strong>20.80</strong></td>
<td>20.24</td>
</tr>
<tr>
<td>22</td>
<td>21.26</td>
<td>22.75</td>
<td><strong>22.84</strong></td>
<td>21.78</td>
</tr>
<tr>
<td>23</td>
<td>22.87</td>
<td>25.38</td>
<td><strong>25.43</strong></td>
<td>24.59</td>
</tr>
<tr>
<td>24</td>
<td>18.53</td>
<td>19.78</td>
<td><strong>19.86</strong></td>
<td>19.41</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>20.10</td>
<td>22.15</td>
<td><strong>22.22</strong></td>
<td>21.47</td>
</tr>
</tbody>
</table>
Chapter 5

Conclusion

In this dissertation, we aim acceleration of the edge-preserving filtering and organize cyclopaedically effective implementation on CPU microarchitectures. Also, we focus on acceleration and high accuracy of upsampling and detail enhancement, which are one of application in the edge-preserving filtering.

In Chapter 2, we summarize a taxonomy of vectorized programming for FIR image filtering. We also propose a new vectorization pattern of vectorized programming, which we call loop vectorization. These vectorization patterns are combined with an acceleration method of kernel subsampling for general FIR filters. The experimental results indicate that the patterns are appropriate for FIR filtering, and a new pattern with kernel subsampling can be profitably used for Gaussian range filtering (GRF), bilateral filtering (BF), adaptive Gaussian filtering (AGF), randomly-kernel-subsampled Gaussian range filtering (RKS-GRF), randomly-kernel-subsampled bilateral filtering (RKS-BF), and randomly-kernel-subsampled adaptive Gaussian filtering (RKS-AGF).

In Chapter 3, we propose methods to accelerate bilateral filtering and non-local means filtering. The proposed methods prevent the occurrence of denormal numbers. Denormal numbers are special floating point numbers defined in IEEE standard 754, and they are considerably smaller than normal numbers. The processing of denormal numbers has a large computational cost. Moreover, we verify various types of vectorized implementation on the latest CPU microarchitectures. Experimental results show that the proposed methods are faster than implementation that does not prevent the occurrence of denormal numbers. Also, the proposed implementation of the edge-preserving filtering is efficient.

In Chapter 4, we proposed a framework that can process simultaneous processing of directional cubic convolution interpolation and detail enhancement. Experimental results show that the proposed framework achieves high
accuracy upsampling and detail enhancement simultaneously.

In the future work, the acceleration approaches should be extended to other architectures, such as GPU and FPGA. Future work also includes acceleration of various applications, which employ the edge-preserving filtering.
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Appendix A

Pixel Subsampling vs. Kernel Subsampling

In this section, we compare image subsampling to kernel subsampling in bilateral filtering. Figure A.1 indicates the processing time, as well as the accuracy of image and kernel subsampling. It is indicated in the figure that processing time for image subsampling is reduced relative to that for kernel subsampling. However, the PSNR for image subsampling remains lower than that for kernel subsampling. In Figure A.1c, kernel subsampling is greater than image subsampling. This indicates that kernel subsampling has a greater accuracy for the same processing time.

Figure A.1: Processing time for and accuracy of image subsampling and kernel subsampling with respect to kernel radius of FIR filtering. (a) Processing time; (b) PSNR; (c) PSNR vs. processing time. Image size is $512 \times 512$. 
Appendix B

Implementation of Bilateral Filter in OpenCV

The weight function of the bilateral filter in OpenCV implementation is defined as follows:

\[
    f(p, q) := EXP_s[p - q]
\]

\[
    EXP_r[(I(p) - I(q))_r + (I(p) - I(q))_g + (I(p) - I(q))_b]
\]

\[
    EXP_s[x] := \exp\left(\frac{x^2}{2\sigma^2_s}\right),
\]

\[
    EXP_r[x] := \exp\left(\frac{x^2}{2\sigma^2_r}\right).
\]

The distance function of the range kernel is not the L2 norm; thus, the range kernel is approximated. Moreover, the shape of the spatial kernel is circular in this implementation. When the kernel shape is circular, the number of referred pixels is smaller than when the kernel shape is rectangular; therefore, this implementation deviates majorly from the naïve bilateral filter. Moreover, we can incorporate this type of approximation in our approach. After using the OpenCV’s approximation, our result is accelerated even more, but the resulting images are overly approximated. Therefore, we do not use the approximation.