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This paper describes a synthesis of fault diagnosable logical circuits.
First, we introduce the combinational circuits suitable for the fault diagnosis,
and present the algorithm for the fault diagnosis and the repairing method for
these circuits. Second, we offer the optimal synthesis method for a given
logical function by means of computer’s aids. Last, we show that these circuits

can be applied to sequential circuits.
1. Introduction

As reliability and availability are demanded of circuits, it has become an
important problem to develope diagnosable logical circuits. (1), (2] Motivated by
this problem, in this paper we first introduce a combinational circuit suitable for
the fault diagnosis, and investigate the fault diagnosis and the repairing method
for this circuit. Then, we show that these combinational circuits can be systema-
tically diagnosed. Second, we investigate the optimal synthesis methed for a
single logical output function by means of computer’s. aids. We extend this synthesis
method to the case of multi-output functions. We also show that these synthesis
method can be applied in the case that these functions have some forbidden min-
terms, or “don’t care”. Last, it is shown that these circuits can be applied to
sequential circuits, above all, to sequential circuits in the shift-register type.

2. Structure of the Circuit

In this paper, we intend to synthesize a given logical function by the circuit
shown in Fig. I. Then the circuit is divided into the two part :

(I) The block part ; In this part, we use the module shown in Fig. 2. as a
building element, where every terminal »y, terminal », and terminal s of the modules
in the i-th level are respectively connected to the bus lines y;, #: and s: of the
circuit. While the circuit is operating normally, every bus line »: and s: of the
circuit are set such that (r, s0)=(I, 0). The constant value 0, I, or an input

k
variable can be applied to the external input terminals ¢ (where, £=0, 1,--+-- 2ns—1)
J
. . 0 1 70— .
of the j-th block. Eor brevity, set (¢, € 2 8‘1):a;. We apply the input var-
iables Xi+1, Xsig, soo0er , Xn—1 to the bus lines y1, yg, ==+ , Yu-s-1 respectively. Then, two
output functions of thegblock j are as follows
n-s-I
(i) _ 21
fo!! (Xs41,Xs 42, , %)= = — M (1)
l:
n-s
(i oy =
B (X 41, Xs 42, Xn)= =___ o;m;. (2)

N8I
j=2""S



268 Bulletin of Nagoya Institute of Technology Vol. 24 (1972)
i ———- T N _ B8 T 3, a,
Ynfs'l — . L1
Mn-s-1- - -
Sn-s-1 - -
L |
block (s +1) block s block 2 block 1
41 i
Y2 - .
I2 -- S
S, - -
(2S)| :28) f .
. _ — g,I Igozs B J:g_flr” 2 e gt [g"
r -- -
s, - -
I S | T ] T
[ ’_I L 7 | i F, L
f1(5+m) fo(S+m) fx(SHJ fn(SH) fx(s) fo(s) fl(z) fo(g) fI(IJ fo“)
—— | | s
u -] l 1 - F.
n.{ I 1 | L | J
_— —_— F,
o | 1 f | l |
bii I P RN b
1] L L L !
-3 -3 J
Xs+m Ps+m Xs+1 Ps+1 Xs Ps X, P2 X1 Py
Fig. 1 Combinational circuit realization
where, m: is a minterm of variables Xii1, Xs4g, «oove+ , Xu-1, and each ¢, takes the value

0, .Z, or Xn (9_571)

(IT) The collector part ;

We use the module shown in Fig. 3.

as a building

element. This building element is essentialy same with that of Fig. 2. The output
, ¥») from a terminal Fi is represented as follows

function f(x1, %3,

fa fo

f

f=svr(yfovyf,)

fi fo

f=qvp(xfovxf,)

Fig. 3 Module in the collector

Fig. 2 Module in the block part of the circuit

part of the circuti
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--------- vV ps(RsidS) v Xsfi(s) )V VG (8)
where each function fo0 (/1¢?) is a logical function of variables X1, Xsi2, ==+ » X
shown in Egs (I) and (2). Note that the block part (s+1), (s+2), = » (stm) are

the spare blocks for the repair in the case when the failures occur in the circuit.
While the circuit is operating normally, we apply 0 to the terminals p: (=s+1,

SH2, reeeee . s+m) so that these spare blocks should not affect the circuit. We also
apply ps=1 (=1, 2, = ,s) and C=0. Then the output function £ of Eg. (3) is
given by

g5 x) = Giid vty v Gaid P v xf2)) v

~~~~~~~~~ v (xgt$S) \/xsf(1s)) - )

The circuit of Fig. I posseses the following properties.
<property. 1> The output function f of the circuit can be set as =X foOV %119,
provided that C=0, p,=1, p»r=0(r=1, 2, -+ L j—1, 9+1,- S+n).
<property. 2> If the failures are detected in the block j, we can exchange the
faulty block for a spare block (s+1), provided that ps:1==1, p;=0, X¥s11=%j, as+1=a,j.
<property. 3> 1If the failures occur in the collector part, we can use the next
output terminal Fu.
<property. 4> 1In order to set the output lines of all modules in the i-th level of
the block part to 0, we only set (ri, s/)=(0, 0). Similarly the lines can be set to I,
provided that (», so)=(x, I).

3. Fault Diagnosis of the Circuit

In this section we investigate the fault diagnosis of the combinational circuit
of Fig. 1. The type of the fault is assumed to be either stuck-at-I (for brevity,
s-a-1), or stuck-at-0 (s-a-0) at the lines connecting modules. The circuit may
have any number of faults. By means of the properties 1~4, we can obtain the
procedure for the fault diagnosis and the repairing method for the circuit.

3. 1 Fault diagnosis for the collector part

First of all, we diagnose the collector part by the following method. If the
failure is detected, we can repair the collector part by property. 3. In order to
diagnose the collector part, we must make an activated path from the terminal C
to the output terminal F;. Therefore we apply the next two testing inputs (4 4p).

A : C=1

Ay: C=0
Then, if we gain the output pattern (I, 0) at the output terminal Fj, we can
conclude that the collector part operates normally. Otherwise the collector part is

proved to be faulty.

} in common, pi=0 (G=1, 2+, s+m).

3. 2 Fault diagnosis for the block part
After repairing the collector part, we diagnose the block part by the following
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procedure. If the faulty block is located, then we can repair the block for a new

one by utilizing property. 2.

First, we diagnose the lines Li={foD, f1(D, «eeerr , fo®, fi®} by applying the next
testing inputs (T, T3).

Ty: (x1, xg, oveeee LX) =(0, 0, - , 0) ) in common, C=0, (11, s1)=(0, 0), pj=1 (G=1, 2,

Ty: (x1. X, oo LX) =(1, 1. e D } ...... CS), pi=0 (=51, e Csm).

When the testing input 7; is applied to the circuit, the output function 7 of Eq. (4)

is given as follows

Therefore, if there exists no the s-a-I faulty line in foD, fo@, «e-ee , Jo®®, we gain
f=0 at the I by setting (71. s1)=(0, 0). However if there exists the s-a-1 faulty
line in them, we gain f=1. Similarly, the output function f of Eq. (4) is shown in

Eq. (6) in the case of Ty ’s applying

The same discussion can be done about T5. As a result, we can conclude: (i) We
gain the output (0, 0) at the Fi, when the testing inputs (T}, T3) are applied. In
this case, there exists no the s-a-1 faulty line in L;. (ii) In the case of (0, 1),
there exist the s-a-1 faulty lines in fi(D, fi®, «.-.-. , or fi®. In order to locate the
faulty lines, we apply the next s ’s testing inputs.
Hy: =1, (p1, pg, - , p)=(1, 0, - , 0)
1.12,- x9=1, (p1, pa, ++-++* , pe)=(0, 1, - , 0

H,: x,=1, (p1, p2, -+ , Ds)=0(0, 0, ++---- , D
If we gain the output I at the Fi, by applying Hs and H. we can conclude that lines
J1® and f1® are faulty. (iii) In the case of (I, 0), there exist the s-a-1 faulty lines
in fo, o2, e , Jo®©. We also can locate the faulty lines by applying the next

in common, C=0, (r1, s1)=(0, 0),
pi=0 (i=s+1, - , $+m)

testing inputs.
Jy:x1=0, (p1, p2, e p)=(1, 0, -+, 0)
Ty i x3=0, (p1, pa, - » ) =(0, 1, , 0)
J'N 2 x5=0, (p1, pa, +>+*++ , Ps)=1(0, 0, - , D
(iv) In the case of (I, 1), we can locate the s-a-I faulty lines in L; by applying the
Hy, Hy, ---e- y Hyy Jpy Jgyeeenes , and J .
Next we diagnose the s-a-0 faulty lines in L;. So that we apply the following
2s ’s testing inputs to the circuit.
Di(E) : x1=1 (0), (p1, pa, -, ps)=(1, 0, -+~ ,0)
Dy(Ep) : xp=1 (0), (p1, P2+ , D) =(0, 1, , 0)
Dy(Es) : x:=1 (0), (1, ba, =+, p)=(0, 0, =, )
Suppose we apply testing input D; to the circuit. The output function at the Fj can

fpi=0 (G=s+1, -~ , S+m).

be expressed as follows

= (7)
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Hence, we gain the output I at the F3j, if there exists no the s-a-0 faulty in
the line f1Y. Otherwise we gain the output 0. As easily known from the above
considerations, we can locate the s-a-O faulty lines in Lj, by observing the output
at the Fi.

In the same way we can continue to diagnose the lines Ly={g¢®, g1V, ¢o®, g1@,
------ , 802, g1}, Lg, -+-.-oy L, 51 successively. The details are to be referred to the
authors’ notel™,

4. Synthesis of a Logical Function

In what follows we investigate the synthesis of a logical function using the
circuit shown in Fig. 1.
4. 1 Definitions

In preparation for later discussions, we give necessary definitions in the fol-

lowing.

< Definition. 1> G is a subset of N. G means that G=MG, where N= {x;, xg, +=+-+ , Xn).
< Definition. 2> |G| denotes the number of variables in G.

<Definition. 3> G={Xij, Xig, «+r+ , Xig} is called a set of independent variables for the
function f, iff the function can be expanded with respect to G as follows

fO(Z) V. Xi2f1(2)) \f oo

\ Xijf1(j)) Y (Y;Sfo(s) % 'xiSf1(S))

1 1 —
f. = (X fo( )v Xi f1( )y v (i
v (7ijf0(])
where, each fo» (or, fi{?) is a function of variables Xis, 1, Xig.g, =+---- , Xig,
< Definition. 4> G (a;) is a function which means a vector composed of elements
in a: whose correspoding variables exist in G, where a: is a row vector with #n-
dimension, corresponding to a minterm of ..
< Definition. 5> For a given function f» G is called a maximum set of independent
variables for f., iff there exists no set of independent variables G’ which satisfies
G’ 2 G.
<Definition. 6> For a given function 7., we define the largest width w of f. as
follows
W = max | G| (9)
J
where, G; is a maximum set of indepenent variables for £

4. 2 A few comments on the optimal circuits
Assume that an n-variables logical function . can be expanded with respect to
G = {Xi1, Xig, +--++ Xiw} as follows

_w {1 (1 - (2 2 _
f.=( | fg )V X, fi )) v (X zfg )\/ Xizf[(J ))V"-V(Xiwf(ow)\/xiwf(lwb - (10)
where, G gives the largest width w of f.. Hence the function f. can be synthesized
as shown in Fig. 4. Then, the number M of modules needed for synthesizing the

logical function f. the number B of modules contained in a block of the circuit, and
the number 7T of external input-output terminals of the circuit, are as follows
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Fig. 4 Circuit realization with G={V{;, Yig, - , Yiw}
M=w (2"W=1), (11)
B =2"W— o | (12)
T=w2"V+an—w—1. (13)

M, B and T decrease as w increases. Therefore we obtain the next theorems and
lemma.

(Theorenm. 1) G is a set of independent variables for f. iff for any a: satisfying f. (a:)
=1, there exists a variable xi, x;=G, and the next condition 1 or 2 is satisfied.

Condition .1 ; There exist 216171 s vectors B; which satisfy . (B =1, G (a:) =G (87), xi D)
=(D.

Condition. 2 ; There exist 2'\¢171 ’s vectors B; which satisfy . (85) =1, G (a)=G (B)), xi(B)
=(0).

We can obtain the next lemma from the above theorem.

[(Lemma. 1) In the ON-array of £.9, if there exists a vector a; which does not satisfy G
(@) =G (Bi)= -+ =G (Biy), where k>2'¢1"1, B;; & ON-array, then G is not a set of
independent variables for f.
[ Theorem. 2] We can obtain the optimal circuit by seeking the set of independent variables
G for f., where, |G| is the largest width of f..

Based on these theorems and lemma, we will consider a method of synthesizing

an optimal circuit in the next section.

4. 3 The algorithm for the optimal circuit synthesis
Given a logical function f,, we synthesize the optimal circuit by the following
algorithm.
step. 1) An n-variables function f. is given in the form of ON-array.
step. 2) As an initial condition, set i=n.
step. 3) Seek a subset of variables G in order, and go to step. 4. where, |G|=i.
If all G are checked, go to step. 6).
step. 4) According to Lemma. 1, examine whether this G satisfies the necessary
condition for a set of independent variables for f. or not. If the condition is
satisfied, then go to step. 5), otherwise go to step. 3).
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step. 5) According to Theorem. 1, examine the sufficient condition of G. If it is
satisfied, go to step. 7), otherwise go to step. 3).

step. 6) Set i=i—1, then go to step. 3).

step. 7) Synthesize the circuit by expanding f. with respect to the G.

4. 4 Example

Now we explain briefly the synthesis method mentioned above with the use of
the next example.
(Example. 17 Given a logical function f expressed as the following form

f =X X3XsXg \/ X2X3X5Xg V X3XgXsXg V

_ _ - - (14)
X3X5XgXg \/ X3X5XgXg \/ X3X5X7Xg

By applying to F the synthesis method of 4.3, we can get the set of independent
variables G in Eq.(15) which give the largest width for 7.

G — {X],Xz,x,i,XG.X']} (15)

Therefore we can expand the logical function f with respect to G and synthesize
the optimal circuit for f as shown in Fig. 5.

(O, xg, %5 )
DI D S N (0 D 0 B O A R A
11 4t 1t
Xs o
x oo ] -
— —F T F 3t —
N F—--- T [ [
ol i nteoohh o hhm hh nh
i H! FETRTH T i
F—---- I 0
X, X, X4 X, Xy

Fig. 5 Circuit realization for Eq. (14)

4. 5 Synthesis of a logical function with “don’t care”

We give the synthesis method for the optimal circuit in 4.3. In this section
we also show this method can be applied in the case that the logical function fu
has “don’t care”, with minor modifications.

For a logical function f. with “don’t care”, the Theorem. 1 and Lemma. 1 can be
rewritten as follows.

[Theorem. 3) G is a set of independent variables for f. iff, for any a;:=ON-array, there
exists a variable xi, x;=G and the next condition 1 or 2 is satisfied.

Condition. 1 ; There exist 2\1G\"1 ’s vectors B;, B; € ON-array U DC-array,* which satisfy
G (a) =G (B, x: (Bi)=(D).

* DC-array denotes the set of minterms of “don’t care” .
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Condition. 2 ; There exist 2\¢1-1 ’s vectors Bj, B; & ON-array U DC-array, which satisfy
G (@) =G (B, x: (B1) =(0).
(Lemma. 23 In the ON-array of f. if there exists a vector a: which does not satisfy G (a:)
:ﬁ(,&:])i(_;(ﬁiz): ------ :E(ﬂz’k), where, k>2\¢1"1, B;; = ON-array U DC-array, then G is not
a set of independent variables for fa.

Therefore we can utilize the synthesis method in 4.3 with some modifications.

5. Synthesis of Multi-Output Functions

5.1 The synthesis method

In this section we discuss abut the synthesis method for multi-output func-
tions. In this case the circuit configuration in Fig. I must be modified a little.
This modified circuit is shown in Fig. 6, and also verified to be fault diagnosable
circuit.

Next we investigate the synthesis method for the optimal circuit for multi-
output functions. Assume that functions fi, £, --, fu are given. If these functions
can be expanded as follows

N SR SN SR SRS TN AR SRS D N S

L L J L] L C L

- L - - h
K I, 1

! X,
0 0 (o] R . .

¢ {0, A
‘. i

Fig. 6 Circuit realization for multi-output functions
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where, K = ixj . X, . .., x;J )
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Then, we can synthesize these multi-output functions by the circuit shown in Fig. 6.
As easily known, it is necessary, for obtaining the optimal circuit for multi-output
functions, to seek the K whose |K| is the least number. We call the K as Kuin.
By using Definitions 1 and 3, K, can be represented as follows

Kpin = min U G: (17)
| 1I=1~m

where, G) is a set of independent variables for fi. Hence, we can obtain Kunin by

applying the algorithm of 4.3 and Eq. (I17). We also research the synthesis method

for multi-output functions, and have programmed it.

5. 2 Example

As an example we synthesize an optimal circuit for Egq. (I8). The circuit
obtained by the programming is shown in Fig. 7, where, Knmn= {x2, x4 xg %7}, |[EKwmn|
:4'

(0,1, X;, X;)
L S SRR SR SR S SN (R TR SO SN S SN SN SO |

Xs on o

x,g;

ngf-
e TS e
H”}—'[ }—’{“H "

o ol x 1] X |1]  x.|1
I .
ik ol o

Fig. 7 Circuit realization for logical functions f1 and f2 of Eq. (18)

fl — —X_]Y2Y475 \/ X2X3Y4YG vV 72)(476 V X| X7 w

V' XgXaXeX7 \/ X2X3XgXe \/ X2X4X5Xg

> (18)

f2 = X Xs Vv i XaxeXr v XeXsXs

V. Xy X5Xg X7 \/ XgXy Y,

6. Extension to the Sequential Circuits

Here we show that these circuits can be applied to sequential circuits. Con-
cerning the diagnosable sequential circuits, a number of authors have discussed,
) In this section, we consider a synthesis of sequential circuit in the shift-register
type(™( shown in Fig. 8, and show that these sequential circuits can be easily
diagnosed. In the circuit of Fig. 8, the transient function f can be expressed as

follows
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o_—%
Xy combinational
o=
o= circuit of Fig.1
Y,
6—=
Y, X, ;
Y1 Ye Yi Ym

the testi Ir T T“1\ — 1\
ominat =L L2 [ [ 1 [ m

the shift register

Fig. 8 The block diagram of the sequential
circuit in the shift-register type

where, X1, X2 ; the set of external input variables

X1UXz2={x1, xg, -+ , %n), X1NXo=¢
Y1, Y2 ; the set of variables from the shift register
YiUYe={y1, y2, -+ , ym}, YiYa2=¢

f o= (01()(1 "Y1»Xi,) % ¢7?(X1’ Y Xiz) Vo v ¢§(X1’ Y, Xik)

k+1 2,
Vg (X, Yy ) Vo v of X, Yy, Vi) - (19)
where, Xp={¥ij, Xig, oo » X},
Yo={¥i, Yig, »oe , Yir.

Therefore, it is necessary, for obtaining the optimal sequential circuit in the shift-
register type, to seek the set of independent variables X; U Y3 for f, where |X3|+|
Y| is the largest number. However in synthesizing the optimal sequential circuit
in the shift-register type, we must give careful considerations to the partition of
equivalent states, states assignments, and so on.

7. Conclysion

In this paper we have considered the fault diagnosable logical circuits. Then
we have shown that it is necessary, for obtaining the optimal circuit, to seek the
set of independent variables G which give the largest width w. So that we give
the algorithm for synthesizing the optimal circuit, and have programmed it. We
have also shown these synthesis method can be applied in the case of function with
“don’t care” and multi-output functions. Furthermore we have extended these fault
diagnosable circuits to the sequential circuits. As an example we have presented a

sequential circuit in the shift-register type.
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