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1

Chapter 1

Introduction

Humans communicate with people in their life, which has been recently expanded to in-

clude not only people of same cultural background, but also people who have different

culture. Human communication involves psychological interactions such as compre-

hending mutual sentiments, sympathizing with the other person, and enjoying the

conversation itself. For psychological interaction, human has to understand emotion

from the communication partner exactly, and then express own emotion. Accordingly,

understanding emotion is an important intelligence for human communication.

In the field of computer science, detecting emotion of human, for human-computer

interaction, has been studied. Detecting emotion technique is applied to communica-

tion robot, virtual avatar, call center, car navigation, and so on. This study focuses

on detecting emotion for application of the communication robot as described in the

following. Firstly, the robots can communicate with human expressively as recognizing

emotion, having emotion, and expressing emotion. Secondly, the robots are applied

to support for smooth communication such as detecting emotion of people in different

cultures. As a first step, this paper proposes detecting emotion method, and compares

the sensibilities of emotion recognition between Japanese and Korean using detecting

emotion method on each language.

Humans express their emotion by acoustic features, such as level, speed, volume in

spoken voice, and thus, voice is relevant to detecting emotion. On the other hand,

Bayesian method is a probabilistic reasoning technique for circumstances involving

uncertainty, and it is becoming an increasingly important in research and applications

of artificial intelligence. This study uses acoustic features of human voice for emotion

detection and Bayesian network model as emotion detection method.

This chapter describes related research on detecting emotion from voice, emotion and

communication, communication robot, Bayesian network that is proposed as detecting
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emotion model, and composition of this paper.

1.1 Related Research on Detecting Emotion from

voice

Several researchers have reported methods using acoustic features for detecting emo-

tions from human voice. Shigenaga [1] proposed a method to classify voice samples

into five emotions (happiness, disgust, anger, sadness, and neutral). The method

covers eight sentences spoken by five participants and is based on the normalization

of differences of acoustic features between neutral and each of the other emotions.

Shirasawa [2] proposed a method to classify voice samples into six emotions (anger,

sadness, happiness, surprise, disgust, and neutral) by using principal component anal-

ysis (PCA) on the acoustic features. The method covers eight sentences spoken by nine

participants. Kinjou [3] proposed a PCA-based method to classify voice samples into

four emotions (anger, sadness, happiness, and neutral) using acoustic features. The

method covers twenty-four words spoken by six participants. Moriyama [4] proposed

a fuzzy control based method to classify vocally expressed emotions into five emotions

(anger, sadness, happiness, fear, and neutral). The voice samples consist of nine words

spoken by eight participants. Ververidis [5] proposed a method to classify voice sam-

ples into five emotions (anger, happiness, neutral, sadness, and surprise) by using a

Bayes classifier. This method detects emotion from specified four participants. These

methods all restrict human voice to certain fixed phrases. This restriction would be

fatal for human-robot communication. On the other hand, Lee [6] proposed a method

to classify voice samples into two emotions (negative, non-negative) by using a linear

discriminant classifier and k-nearest neighborhood classifier as combining acoustic, lex-

ical, and discourse. This method had the accuracy rates over 80% from free sentences

of unspecified participants in the two emotions. In this study, we devise a practical

application for multi-emotion detection that covers free talking voice samples and is

speaker independent.

1.2 Emotion and Communication

1.2.1 Emotion

Theories of emotion have been proposed by many researchers. The James-Lange

theory [7] stated that emotion is feeling that arises out of physical changes. The two-
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factor theory by Schachter [8] stated that the physiological arousal occurs first, and

then the individual labels emotion in order to identify the reason behind this arousal.

Psychologists distinguished between emotion and mood. They claimed that emotion

sustains a mind in the short term, and mood is a mind in the long time. Physiol-

ogists argued that emotion is nonconscious mind from a somesthetic sense whereas

feeling is conscious mind. From these theories, emotion is short state of mind that

nonconsciously reacts to the outside stimulus. That is to say, human emotion arises

nonconsciously out of stimuli in life with people.

Basic Emotions

Evolution theory argued that emotion has remained for human evolution because

it needs for human subsistence. It means that emotion is innate, and cross-culturally

universal. Basic emotions are based on evolution theory. Ekman [9] devised six ba-

sic emotions by examining identification of facial expression between isolated cultures.

The six basic emotions are happiness, surprise, sadness, anger, fear, and disgust. Addi-

tionally, he argued that facial expression has in common between nations. His emotion

classification is widely accepted in research of detecting and expressing emotion.

Expression and Extraction of Emotion in Voice

The main channels for emotion expression of human are voice, sentence meaning,

face, and gesture. Visual information express emotion by changing eyes, eyebrows and

lips from face, acting body and arms. Traditionally, researches of emotion expression

have focused on visual information because of perceiving those by a visual sense easily.

Sentence meaning also has an obvious emotion expression. Accordingly, it is seldom

focused on emotion expression.

Voice expresses emotion from level, speed, and volume, called prosodic properties,

which are influenced by a physiological process during pronouncing. For example,

someone’s voice will become higher, faster, and stronger when he feels angry. That is

to say, voice has a connection with emotion expression. Recently, research of emotion

expression from voice is becoming more concentration thanks to advance in signal

processing technology.

Prosodic properties that express emotion are extracted by acoustic features. Many

researches reported that acoustic features strongly influence emotion expression. Typ-

ical acoustic features on emotion extraction are fundamental frequency, energy, rate

of speech, and formant, and these are widely used for detecting emotion from voice.
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1.2.2 Emotion Communication

Animal communication only conveys nothing more than signals for protection of

their species, such as hazard warning, feed, courtship, and so on. Conversely, humans

create meaningful sentences by combining words of their language, and thus can com-

municate with people interactively. Interaction in human communication involves not

only information share but also psychological sympathy. Needless to say, information

share is a main part in human communication. Moreover, psychological sympathy is

a unique activity of human communication. Psychological sympathy has the roles in

the human communication as follows:

• Interest induction.

Humans catch useful information from communication. However, sometimes

they can not take an interest in communication. Psychological sympathy causes

interest in the communication, which helps information share by staying in com-

munication.

• Desire satisfaction.

Humans live in a social environment that has a relationship with other people.

They have a desire that meets empathetic people. Psychological sympathy in

the communication satisfies their desire.

For psychological sympathy, humans have several emotional mechanisms such as

understanding emotion, having emotion, and expressing emotion. Therefore, emotion

is essential for human communication.

Approach of This Study

Recently, human centered robots, aimed at communicating expressively with hu-

man, have been developed. To live with people as a partner, robot in communication

with human needs to psychological interaction such as detecting emotion, expressing

emotion, and having emotion. As a first step, this study focuses on detecting emotion.

Speech, face, and gesture are communication channels of human. Human com-

munication starts almost from speech, and face and gesture support communication.

Moreover, consider as an example a telephone, communication is done by only speech

without other channels. Speech has verbal and nonverbal properties. Verbal property

is effective and unique channel to humans. In conjunction with verbal property, non-

verbal properties called acoustic features are also expressed by speech. In Section 1.2.1,
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we described availability of acoustic features from voice for detecting emotion. This

study uses acoustic features as a evidence for detecting emotion.

1.2.3 Emotion Communication between People of

Different Cultural Background

Emotion of human is different in cultures because of influence by cultural back-

ground, language, and so on. This section describes the difference of emotion between

cultures. Human emotion arises in culture dependence. Mesquita [10] addresses cul-

tural differences in four aspects about emotion generation as follows:

• Differences in antecedent events.

The differences in prevalent antecedent events underlie difference in emotions.

Cultures tend to promote and create events that elicit culturally desirable emo-

tion.

• Differences in experience.

Culture differences influence experience frequency of emotion. A much higher

experience frequency of positive emotion tends to appraise emotion situations as

more positive.

• Differences in appraisal.

Agency attribution is made to the self, a particular other, fate, God, all circum-

stances together, or nobody in particular. Cultural differences in the frequencies

of agency appraisal reflect different patterns of emotions.

• Differences in expression and behavior.

Cultural differences in the frequencies of expressions and behaviors tend to reflect

differences in emotions.

In Section 1.2.1, we described universality of emotion expression from face. How-

ever, speech expression of emotion is different in each culture. Take Japan and Korea

for example. Japanese speaks Japanese sentence “si-a-wa-se” when he feels happy.

Conversely, Korean speaks Korean sentence “hang-bok-ha-da” when he feels happy.

Japanese and Korean are different in emotion expression from sentence meaning be-

cause they have different phonologies and vocabularies. Prosodic properties are also

pronounced on each country peculiarly, which is caused by not only language but also

cultural background, such as manner, values, history, and so on. It causes difficulty
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of understanding emotion from people of different cultural background, and commu-

nication with people who have different culture leads to a problem with psychological

sympathy.

Approach of This Study

Advance of internationalization has promoted more trade of media contents and im-

migration. This trend is becoming more and more increasing chance of psychological

sympathy with people of different cultural background. However, understanding emo-

tion from speech is difficult as described in Section 1.2.3. Understanding emotion from

verbal information has nothing to do but understands sentence meaning. In contrast

to, support robot that understands emotion from voice of different cultural people

can help psychological sympathy with them. As a basic study, this study compares

the sensibilities of emotion recognition from voice between Japanese and Korean using

detecting emotion model on each language.

1.3 Communication Robot

For several past decades, robot technology has been done with distinct success in

industrial and manufacturing. Recently, robotics research has been shifting from in-

dustrial to domestic application, aimed at communicating with human, have been

developed. Its robots have not only communication skill, but also the other functions.

This section introduces communication robots. Papero [11] can communicate with

human by recognizing about 200 words from human speech, and respond to him. It

also reacts to the touch by emotion expression, and has a lot of functions, such as

recognizing face, conveying message, quiz, and games. Breazeal [12] developed Kismet

that can express various emotions from facial expression, and communicate with hu-

man. It creates facial expression by movements of ears, eyebrows, eyelids, and lips.

Marina-1 [13] is Internet correspondence robot that handles mobile home health care

through communication system.

Our industry-university joint research project has developed a novel robot, Ifbot that

can communicate with humans through conversations and facial expressions[14],[15].

The targets of this study are to enable Ifbot to communicate expressively with humans,

and support smooth communication between people in different cultures. Section 1.3.1

describes Ifbot in detail.



1.3. COMMUNICATION ROBOT 7

1.3.1 Ifbot

Ifbot can communicate with humans through conversations and facial expressions[14,

15]. Figure 1.1 shows Ifbot’s appearance. With two arms, wheels instead of legs, and

an astronaut’s helmet, Ifbot is 45 centimeters tall and weighs seven kilograms. It

uses voice recognition and synthesis engines to converse with a person. Ifbot can also

communicate by showing its emotions through facial expression mechanisms [16] and

gestures. The mechanism for controlling Ifbot’s emotional facial expressions has 10

motors and 101 LEDs. The motors actuate Ifbot’s neck (2 DOFs), both sides of the

eyes (2 DOFs for each), and both sides of the eyelids (2 DOFs for each). Ifbot’s

vision system using CCD cameras can recognize up to 10 persons [17], and the robot

has a vocabulary of thousands of words and adapts its conversation to the habits

and personalities of different people. Figure 1.2 and figure 1.3 show communication

mechanism and facial expression of Ifbot.

Figure 1.1: Appearance of Ifbot
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Figure 1.2: Communication mechanism of Ifbot

(a) Anger (b) Bashful (c) Happiness

Figure 1.3: Facial expression of Ifbot
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1.4 Detecting Emotion Model: Bayesian Network

This study made a Bayesian network (BN) that is able to acquire the ability to detect

emotional content in human voices. BN is one of the eminently practical probabilis-

tic reasoning techniques for reasoning under uncertainty (e.g.,[18, 19]). This section

describes BN.

1.4.1 What is Bayesian Network

A BN is a graphical structure that allows us to represent and reason about uncertain

domain [20]. The graph structure is constrained to be a directed acyclic graph (or sim-

ply dag). A node in a BN represents a set of random variables from the domain. A set

of directed arcs (or links) connects pairs of nodes, representing the direct dependen-

cies between variables. Assuming discrete variables, the strength of the relationship

between variables is quantified by conditional probability distributions associated with

each node.

Most commonly, BNs are representations of joint probability distributions. Consider

a BN containing n nodes, X1 to Xn, taken in that order. A particular value in the

joint distribution P (X1, ..., Xn) is calculated as follows:

P (X1, ..., Xn) =
n∏

i=1

P (xi|Pa(Xi)), (1.1)

where Pa(Xi) ⊆ {X1, ....., Xn−1} is a set of parent nodes of Xi. This equation means

that node Xi is dependent on only Pa(Xi) and is conditionally independent of nodes

except all nodes preceding Xi.

Table 1.1: The Conditional Probability Table for Xi

p(Xi) = y1|Pa(Xi) = x1 ... p(Xi) = y1|Pa(Xi) = xm

.................................. ... ..................................
p(Xi) = yn|Pa(Xi) = x1 ... p(Xi) = yn|Pa(Xi) = xm

Once the topology of the BN is specified, the next step is to quantify the relationships

between connected nodes. Assuming discrete variables, this is done by specifying

a conditional probability table (CPT). Consider that node Xi has n possible values

y1, ..., yn and its parent nodes Pa(Xi) have m possible combinations of values x1, ..., xm.

The conditional probability table for Xi is as shown in Table 1.1.
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Figure 1.4: An example of BN

Once the topology of the BN and the CPT are given, we can do the probabilistic

inference in the BN by computing the posterior probability for a set of query nodes,

given values for some evidence nodes. Belief propagation (BP) [21] is a well-known

inference algorithm for singly connected BNs, which have a simple network structure

called a polytree. In the most general case, the BN structure is a multiply connected

network, where at least two nodes are connected by more than one path in the under-

lying undirected graph. In such networks, the BP algorithm does not work; instead

several enhanced algorithms, junction tree [22], logic sampling [23] and loopy BP [24]

are used as exact or approximate inference methods. Figure 1.4 shows an example of

BN.
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1.4.2 Bayes’ Theorem

Bayes’ theorem is derived from the definition of conditional probability. The prob-

ability of event X given event Y is as follows:

P (X|Y ) =
P (X,Y )

P (Y )
(1.2)

Additionally, the probability of event Y given event X is as follows:

P (Y |X) =
P (X,Y )

P (X)
(1.3)

Two equations are combined as follows:

P (X,Y ) = P (X|Y )P (Y ) = P (Y |X)P (X) (1.4)

P (X|Y ) =
P (Y |X)P (X)

P (Y )
(1.5)

• P (X) is prior probability of Y .

• P (X|Y ) is probability of X given Y .

• P (Y |X) is probability of Y given X.

• P (Y ) is prior probability of Y .

This equation is Bayes’ theorem. It is the foundation of the artificial intelligence

system based on probability inference.
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1.4.3 Conditional Independence

Conditional independence is important for understanding how to work BN. Condi-

tional independence between A and C given B satisfies the following equation.

P (A,C|B) = P (A|B)P (C|B) (1.6)

The joint distribution of A, B and C given B is as follows:

P (A,B,C) = P (A,C|B)P (B) (1.7)

A

B

C

(a)

A

B

C

(b)

A

B

C

(c)

A

B

C

(d)

Figure 1.5: Examples of network

Figure 1.5 shows examples of network. The joint distribution of A and C given B

in Figure 1.5 (a) is as follows:

P (A,B,C) = P (A|B)P (B)P (C|B)
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P (A,C|B) = P (A|B)P (C|B) (1.8)

And the joint distribution of A and C given B in Figure 1.5 (b) is as follows:

P (A,B,C) = P (A)P (B|A)P (C|B)

= P (A,B)P (C|B)

= P (A|B)P (B)P (C|B)

P (A,C|B) = P (A|B)P (C|B) (1.9)

And the joint distribution of A and C given B in Figure 1.5 (c) is as follows:

P (A,B,C) = P (A|B)P (B|C)P (C)

= P (A|B)P (B,C)

= P (A|B)P (C|B)P (B)

= P (A|B)P (B)P (C|B)

P (A,C|B) = P (A|B)P (C|B) (1.10)

A and C given B in Figure 1.5 (a)-(c) are conditional independence. However, the

joint distribution of A and C given B in Figure 1.5 (d) is as follows:

P (A,B,C) = P (A)P (B|A,C)P (C)

= P (A)P (B|A)P (C)P (B|C)

P (A,C|B) 6= P (A|B)P (C|B) (1.11)

A and C given B in Figure 1.5 (d) is not conditional independence. Node given

parent nodes (Pa) is uninfluenced by parent node of that, and node is uninfluenced by

unconnected nodes. It means that node given Pa is independence with other nodes

except for child nodes of that. Section 1.4.4 shows an example of BN.
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1.4.4 Burglar Alarm

Figure 1.6 shows an example of BN called Burglar alarm. Burglar alarm can detect

burglary (B) precisely whereas alarm sounds to weak earthquake (E). Two neighbors,

John (J) and Mary (M), promised to call the police when anybody hears the alarm

(A). John always calls the police when he hears the alarm, however, sometimes he

confuses the alarm with the telephone ring. On the other hand, sometimes Mary

doesn’t hear the alarm because she listens to loud music. Table 1.4.4 shows CPT of

Burglar alarm.

B E

A

M J

Figure 1.6: Burglar alarm
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Table 1.2: Conditional Probability Table of Burglar Alarm

P(B=T)

.001

P(E=T)

.002

A P(J=T)

T .90
F .05

B E P(A=T)

T T .95
T F .94
F T .29
F F .001

A P(M=T)

T .70
F .01

The joint probability of Figure1.6 is represented as follows:

P (B,E,A, J,M) = P (B)P (A|B,E)P (E)P (J |A)P (M |A). (1.12)

The probability, the burglar breaks in house when alarm sounds, is calculated as

follows:

P (B = 1|A = 1) =
P (A = 1, B = 1)

P (A = 1)

=
∑

E

∑
J

∑
M P (B = 1)P (A = 1|B = 1, E)P (E)P (J |A = 1)P (M |A = 1)∑

E

∑
J

∑
M

∑
B P (B)P (A = 1|B,E)P (E)P (J |A = 1)P (M |A = 1)

=
P (B = 1)

∑
E P (A = 1|B = 1, E)P (E)∑

E

∑
B P (B)P (A = 1|B,E)P (E)

= 0.374 (1.13)

The probability, the burglar breaks in house when earthquake occurs and alarm

sounds, is calculated as follows:

P (B = 1|A = 1, E = 1) =
P (A = 1, B = 1, E = 1)

P (A = 1, E = 1)

=
∑

J

∑
M P (B = 1)P (A = 1|B = 1, E = 1)P (E = 1)P (J |A = 1)P (M |A = 1)∑

J

∑
M

∑
B P (B)P (A = 1|B,E = 1)P (E = 1)P (J |A = 1)P (M |A = 1)

=
P (B = 1)P (A = 1|B = 1, E = 1)∑

B P (B)P (A = 1|B,E = 1)
= 0.003 (1.14)
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Therefore, the probability that the burglar breaks in the house decreases extremely.

The occurrence of an earthquake largely influences the inference that the burglar breaks

in the house. It means that the earthquake and the burglar are not independence.

1.4.5 K2 Algorithm

K2 algorithm is a method of structure determination by score-based greedy search.

It provides a score to fitness evaluation for the BN structure from the data. Initially,

each node has no parent. Then, it constructs graphs by adding each parent, and selects

a parent node group acquiring the highest score. This performance on one node stops

when all of parent nodes are evaluated. This algorithm performs all of nodes, and

constructs BN model. K2 algorithm is as follows [25]:

Algorithm 1.4.1 K2 algorithm

procedure K2
Input : a set of n node, an ordering on the nodes, an upper bound u on the number
of parents a node may have, and a database D containing m cases.
Output : for each node, a printout of the parents of the node.
for i := 1 to n do

π := φ;
Pold := f(i, πi)
OKToProceed := true;
while OKToProceed and |πi| < u do

let z be the node in Pred(xi) − πi that maximizes f(i, πi ∪ {z});
Pnew := f(i, πi ∪ {z});
if Pnew > Pold then

Pold := Pnew;
πi := πi ∪ {z};

else
OKToProceed := false;

end if
end while;
write(’Node: ’,xi,’ Parents of xi:’,πi);

end for;
end K2;

f(i, πi) is score function, πi is set of parents node of xi, Pred(xi) is parent nodes of

previous step.

This algorithm is widely accepted in BN construction. However, it requires reason-

able node order. In Chapter 2 and Chapter 4, we use K2 algorithm as construction
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method of BN.

1.4.6 Bayesian Network Classifiers

BN is a strong method for representation of uncertain circumstances. Additionally,

BN has been also studied as classifiers. This section describes a simple Bayesian

classifier called Naive Bayes firstly, and then describes Tree Augmented Naive Bayes

that is one of Bayesian network classifier.

Naive Bayes

Naive Bayes (NB) is a simple Bayesian classifier with strong independence assump-

tion of attributes. Class node connects to all of attribute nodes, and attribute nodes

have no connection to the other attribute nodes. Figure 1.7 shows an example of BN.

Classification from attributes x = a1 · · · an is conducted as follows:

C = argmax
ci∈C

P (ci|x)

= argmax
ci∈C

P (ci)P (a1a2 · · · an|ci)

= argmax
ci∈C

P (ci)P (a1|ci)P (a2|ci) · · ·P (an|ci)

= argmax
ci∈C

P (ci)
n∏

j=1

P (aj|ci) (1.15)

It has a high classification performance. However, it is unrealistic for strong inde-

pendence assumption of the attributes.

Tree Augmented Naive Bayes

Tree Augmented Naive Bayes (TAN) [26, 27, 28] is a BN classifier that constructs a

tree structure among the attributes in BN. TAN reduces independence of the attributes

for constructing the tree structure, and it keeps on classification efficiency. Conditional

mutual information between the attributes is used for constructing a tree structure.

Conditional mutual information is defined as follows [26]:

IP (X;Y|Z) =
∑
x,y,z

P (x,y, z) log
P (x,y|z)

P (x|z)P (y|z)
(1.16)
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C

a1

a2

a3

a4

a5

Figure 1.7: An example of NB

The tree structure is constructed as follows:

1. Compute IP̂ D
(ai; aj|c) between each pair of attributes, i 6= j.

2. Build a complete undirected graph in which nodes are attributes a1, · · · , an. An-

notate the weight of an edge connecting ai to aj by IP̂ D
(ai; aj|c).

3. Build a maximum weighted spanning tree.

4. Transform the resulting undirected tree into a directed one by choosing a root

variable and setting the direction of all edges to be outward from it.

5. Construct a TAN model by adding a vertex labeled by c and adding an arc from

c to each ai.

All attribute nodes except the root node of the tree can have only one parent from

another attribute node. Class C is classified as follows:

C = argmax
ci∈c

P (ci)
n∏

j=1

P (aj|ci, Pa(aj)) (1.17)

Pa(aj) is a parent node of aj but not of a class node. Figure 1.8 shows an example

of TAN. In Chapter 3, we use TAN as detecting emotion model.
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C

a1

a2

a3

a4

a5

Figure 1.8: An example of TAN

1.5 Composition of This Paper

Detecting emotion mechanism of a robot is important for communication with hu-

man. This paper proposes Bayesian approach for detecting emotion from acoustic

feature of voice, and detects emotion from native and foreign language.

In Chapter 2, we propose emotion detection methods from voice. The methods are

singleton and biphase BN by using K2 algorithm.

In Chapter 3, we propose pairwise classification for emotion detection from voice.

The method uses a series of binary TAN classifiers with feature selection on each pair

of emotions.

In Chapter 4, we compare sensibilities of detecting emotion from voice between

Japanese and Korean using each BN model.

In Chapter 5, we describe a conclusion.
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Chapter 2

Detecting Emotion Method: BN

using K2 Algorithm

2.1 Introduction

For several decades, robot technology has had distinct success in manufacturing.

Robotics research has shifted from industrial to domestic applications, and several

domestic robots, for communicating expressively with humans, have been developed

(e.g.,[12, 29, 11, 13, 30, 31, 32]). This research field is called human centered robotics.

Its robots must be not only safe, autonomous, and intelligent, but also able to help

their human partners and to make him or her enjoy. We believe that these requirements

need a smooth communication mechanism involving psychological interaction.

Communication involves not only conveying messages or instructions but also psy-

chological interactions. Humans can communicate expressively as understanding emo-

tion, having emotions, expressing emotion. To communicate in this way, a robot

requires several mechanisms to make up for its lack of human intelligence.

The target of our study is to develop fundamental technology to recognize, control,

and express the emotional content within robot-human interactions [33, 34, 35]. As a

first step, this study focuses on detection of emotion. Humans can understand emotion

by acquiring knowledge from the expressive features, such as, level, speed and volume

of his voice, gesture and face of him. For emotional communication robots, we use the

acoustic features that can precisely detect the emotions expressed in voice data.

In this chapter, we propose a method for emotional communication robots which

detect emotion. The method uses BN in which the emotional content of voice are

modeled by its acoustic features. We made a BN using K2 algorithm, which was able

to acquire the ability to detect emotional content in human voices.
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Here, we report on experiments on reasoning with emotion inference with complete

and incomplete features, and discuss how the relationship between certain components

of acoustic features and certain emotions affects reasoning performance.

2.2 Constructing Detecting Emotion Engine

In this study, we focus on the acoustic features of the voice as a cue to what emotion

expresses. This section describes a BN modeling for this problem.

2.2.1 Voice Data

To construct the emotion detection engine, the voice data that have expressions of

emotions are necessary as a learning data. A researcher collected segments of Japanese

voice samples that were spoken by unspecified actors and actresses from free utterances

in films, TV dramas, and so on. The segments we collected do not have loud noises.

In this study, we supposed that the segments have a single emotion. All segments are

labeled with one label from the six emotions (anger, sadness, disgust, fear, surprise, or

happiness) by a researcher. The appropriateness of the emotional labels is confirmed

through subjective evaluation experiments. Figure 2.1 shows examples of a voice

waveforms on each emotion. These were spoken by different actors from free utterances.

2.2.2 Features Extraction

Voice has three components: prosody, tone, and phoneme. It became obvious from

reviewing past research that the prosodic component is the most relevant to emotional

expressions [36, 37]. As attributes of voice data, we chose three acoustic attributes:

energy, fundamental frequency and duration as the acoustic parameters for BN model-

ing. Acoustic analysis was done on 11 ms frames passed through a Hamming window

extracted from voice waveforms sampled at 22.05 kHz. The attributes of energy, max-

imum energy (PWMAX), minimum energy (PWMIN), mean energy (PWMEAN) and

its standard deviation (PWS) are determined from the energy contours for the frames

in the voice waveform. The attributes of fundamental frequency, maximum pitch

(F0MAX), minimum pitch (F0MIN), mean pitch (F0MEAN) and its standard deviation

(F0S) are determined from short time Fourier transforms for the frames in a voice

waveform. As the attribute concerning duration, we measure the duration per a single

mora (Tm). Then we added the attribute of the utterer’s sexuality (SE).
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(a) Anger voice of Japanese sentence ze-
tta-i-bo-ku-ni-wa-de-ki-ma-sen
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(b) Sadness voice of Japanese sentence u-
so-da-ro
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(c) Disgust voice of Japanese sentence so-
re-de-i-i-no-ka
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(d) Fear voice of Japanese sentence da-i-
zyo-u-bu-de-syo-u-ka-sen-se-i
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(e) Surprise voice of Japanese sentence
hon-to-u-de-su-ka
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(f) Happiness voice of Japanese sentence
a-ri-ma-si-ta

Figure 2.1: Examples of voice waveforms on each emotion

The goal attribute (EMOT ) and the above nine prosodic feature values and utterer’s

sexuality (total eleven attributes) were assigned to the nodes of the BN model. Fig-

ure 2.2 shows plots of fundamental frequencies for voice samples shown in Figure 2.1,

and Figure 2.3 shows plots of energies for those.
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(a) Anger voice
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(b) Sadness voice
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(c) Disgust voice
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(d) Fear voice
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(e) Surprise voice
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(f) Happiness voice

Figure 2.2: Plots of fundamental frequencies
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(a) Anger voice
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(b) Sadness voice
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(c) Disgust voice

0 0.2 0.4 0.6 0.8 1 1.2 1.4
0

10

20

30

40

50

60

70

80

90

Time [s]

L
o
g
 
P
o
w
e
r

(d) Fear voice
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(e) Surprise voice
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(f) Happiness voice

Figure 2.3: Plots of energies
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Table 2.1 - Table 2.3 show those feature values and feature averages of male’s voices,

and describe results that compare feature values with averages.

Table 2.1: Feature Values of Fundamental Frequency
Emotion of sample F0S F0MEAN F0MAX F0MIN

Anger
61.22814 197.5978 283.6697 67.42994

high high low low

Sadness
91.99153 210.6101 391.9754 97.24525

high high high high

Disgust
58.163 174.0668 234.2298 56.86691
high low low low

Fear
46.54205 151.0857 250.8503 84.56413

low low low low

Surprise
76.22251 215.8657 316.5243 100.6357

high high high high

Happiness
116.9654 229.5691 493.8726 103.8682

high high high high

Average 58.00001 193.9013 299.7783 89.92694

Table 2.2: Feature Values of Energy
Emotion of sample PWS PWMEAN PWMAX PWMIN

Anger
8.232096 62.6451 74.26471 21.87752

high low low low

Sadness
7.443669 64.05325 78.45199 53.89079

low low high high

Disgust
7.615725 67.53902 81.19223 51.64077

high high high high

Fear
5.793229 64.69286 78.06022 50.9255

low low low high

Surprise
7.288706 61.23113 74.69947 47.58789

low low low high

Happiness
7.823879 67.08508 77.76905 53.45068

high high low high

Average 7.607529 65.89302 78.19982 40.37269
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Table 2.3: Feature Value of Duration Rates
Emotion of sample Tm

Anger
0.0842
low

Sadness
0.162639

high

Disgust
0.141879

low

Fear
0.108547

low

Surprise
0.161172

high

Happiness
0.236943

high

Average 0.15251

Take a happiness voice sample for example. Its features of fundamental frequency,

energy, and duration rate have higher values than averages except for maximum of

energy. From these values, we confirmed that happiness voice sample is spoken by

fluctuant and high pitch and energy, slow speech.

2.2.3 Discretization of Features

The section describes the discretization of extracted acoustic features. We considered

BN with discrete and multinomial variables only. In order to learn the discrete causal

structure of the BN model, all acoustic features were converted into discrete values.

The thresholds to discretize continuous values were determined from the distribution

of the acoustic features extracted from the training voice samples. Discrete values of

acoustic features are shown in Table 2.4.
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SE ≺ PWgroup ≺ F0group ≺ Tm ≺ EMOT
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SE ≺ F0group ≺ Tm ≺ PWgroup ≺ EMOT
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Fundamental frequency Energy Duration per a 
single mora

Emotion

1
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3
4
5
6

SE

Sexiualty

Figure 2.4: Groups of nodes and the variable orders of node groups

2.2.4 Learning BN Structure

The section describes how to specify the topology of the BN model for emotion

detection and to parameterize CPT for connected nodes. The emotion detection BN

modeling is to determine the qualitative and quantitative relationships between the

output node containing the goal attribute (emotions) and nodes containing acoustic

features. We chose a model selection method based on the Bayesian information

criterion (BIC) [38], which has information theoretical validity and is able to learn a

high prediction accuracy model through avoidance of over-fitting to training data.

Let M be a BN model, θM be a parameter representing M , and d be the number of

parameters. M is evaluated by the BIC of M , defined as

BIC(θ̂M , d) = −2 log P (D | θ̂M) + d log N. (2.1)

where D is training samples, and P (D | θM) is the likelihood of D given θM ; θ̂M is the

parameter representing M giving the maximum likelihood (ML) estimate; and N is

the number of the samples. If D is partially observed, expectation maximization (EM)

algorithm [39] is utilized for estimating θM asymptotically with incomplete data in the

training samples.

As the knowledge for emotion detection, we made a BN model that maximizes BIC
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on voice data. We used K2 [25, 19] as the search algorithm. K2 needs a pre-selected

variable order. We thus considered every possible permutation of three node groups:

PW , F0 and Tm, such that node SE preceded all others shown in Figure 2.4.

2.3 Algorithm of Emotion Inference

Probabilistic reasoning in BN can make rational decisions even if some of the ev-

idence lacks direct observation. Considering our purpose of developing a practical

application of BNs for human-robot interaction, the inference algorithm should be

able to handle evidence that has uncertainty associated with it, because robots of-

ten can not recognize the voice features. The topology of the BN is often multiply

connected when there is a complicated relationship between variables. We chose junc-

tion tree [22] as the inference algorithm with BNs, it is an exact inference algorithm

in multiply connected BNs. It is efficient clustering inference algorithms. Clustering

inference algorithms transform the BN into a probabilistically equivalent polytree by

merging nodes and removing multiple paths between two nodes along which evidence

may travel.

2.4 Detecting Emotion using Singleton BN

Figure 2.5 is general of the emotion detection system using singleton BN. This

section describes an experiment on emotion detection using singleton BN. First, we

collected 1600 segments of voice waveforms and labeled them with six emotions, as

described in Section 2.2.1. We then extracted nine acoustic features and the utterer’s

sexuality from each of the segments and assigned them to the attributes, as described

in Section 2.2.2. The acoustic analysis used the Snack sound toolkit [40]. We then

randomly selected 1400 samples as training data and discretized their attributes into

five values. We determined the threshold for discretization on the basis of the idea of

even-sized chunks; that is, each discrete value covers 20% of the training data. Table 2.4

shows brief excerpts of the training data. We then modeled the BNs with changing six

variable orders by Bayes Net Toolbox [41]. Figure 2.6 shows results with the variable

order SE ≺ F0 ≺ PW ≺ Tm ≺ EMOT . The parent nodes of EMOT are

F0MEAN , PWS, Tm that strongly influence emotion inference. This model conducts

emotion detection by probabilistic inference from conditional probability table (CPT)

of EMOT node shown in Table 2.5. To confirm feature values for detection of each

emotion, we itemized the number of inference conditions of emotions on discretized
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energy contours (PW) short time FFT (F0)
duration per a single mora (Tm)

discretization
statistical analysis

acoustic feature extraction
Sound Analyzer

Waveform Retriever

Bayesian-based Emotion Detection

Dialogist
talking voice

waveform

evidences

Singleton Bayesian Network

probabilistic reasoning 
in BN

Figure 2.5: General of the emotion detection system using singleton BN



32 CHAPTER 2. DETECTING EMOTION METHOD: BN USING K2 ALGORITHM

feature values for parent nodes of EMOT . Table 2.6 shows the results. Feature values

that are included in condition 2 (discrete value is 3) are close to an average. BN model

probably infers voice as sadness, disgust, or fear when F0MEAN is low. It probably

distinguish these emotions by PWS and Tm: voice is inferred as sadness when PWS

is high; low Tm causes inference as disgust; voice is inferred as fear when PWS is

low. It probably infers voice as surprise or happiness when PWS is little high and

Tm is high. It probably also infers voice as anger when PWS is high and Tm is low.

Therefore, these results correspond largely to comparison results with averages shown

in Table 2.1 - Table 2.3.

SE

F0MEANF0S

F0MIN PWS

PWMAX

F0MAX

PWMIN Tm

EMOT

PWMEAN

Figure 2.6: A BN structure learned from training data
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Table 2.5: CPT of EMOT

F0MEAN PWS Tm Anger Sadness Disgust Fear Surprise Happiness
0 0 0 0.042 0.125 0.375 0.375 0.042 0.042
0 0 1 0.083 0.250 0.250 0.083 0.083 0.250
0 0 2 0.056 0.167 0.278 0.278 0.167 0.056
0 0 3 0.094 0.156 0.219 0.406 0.031 0.094
0 0 4 0.050 0.250 0.250 0.250 0.050 0.150
0 1 0 0.042 0.125 0.375 0.375 0.042 0.042
0 1 1 0.050 0.250 0.250 0.250 0.050 0.150
0 1 2 0.063 0.063 0.063 0.563 0.188 0.063
0 1 3 0.063 0.188 0.313 0.313 0.063 0.063
0 1 4 0.050 0.150 0.250 0.450 0.050 0.050
0 2 0 0.214 0.071 0.357 0.071 0.071 0.214
0 2 1 0.100 0.100 0.300 0.100 0.300 0.100
0 2 2 0.083 0.417 0.250 0.083 0.083 0.083
0 2 3 0.125 0.125 0.125 0.125 0.125 0.375
0 2 4 0.036 0.250 0.036 0.179 0.250 0.250
0 3 0 0.192 0.192 0.192 0.038 0.192 0.192
0 3 1 0.318 0.318 0.227 0.045 0.045 0.045
0 3 2 0.083 0.083 0.250 0.083 0.250 0.250
0 3 3 0.125 0.208 0.125 0.208 0.125 0.208
0 3 4 0.071 0.214 0.214 0.071 0.214 0.214
0 4 0 0.083 0.250 0.417 0.083 0.083 0.083
0 4 1 0.167 0.167 0.167 0.167 0.167 0.167
0 4 2 0.214 0.214 0.214 0.071 0.071 0.214
0 4 3 0.313 0.063 0.188 0.063 0.313 0.063
0 4 4 0.063 0.313 0.063 0.063 0.313 0.188
1 0 0 0.125 0.042 0.208 0.542 0.042 0.042
1 0 1 0.136 0.136 0.136 0.227 0.227 0.136
1 0 2 0.038 0.192 0.269 0.038 0.269 0.192
1 0 3 0.056 0.500 0.167 0.056 0.056 0.167
1 0 4 0.063 0.063 0.063 0.563 0.063 0.188
1 1 0 0.056 0.167 0.278 0.278 0.056 0.167
1 1 1 0.357 0.214 0.071 0.071 0.214 0.071
1 1 2 0.214 0.071 0.214 0.357 0.071 0.071
1 1 3 0.071 0.071 0.357 0.071 0.357 0.071
1 1 4 0.071 0.071 0.214 0.071 0.071 0.500
1 2 0 0.607 0.036 0.179 0.036 0.107 0.036
1 2 1 0.375 0.125 0.125 0.125 0.125 0.125
1 2 2 0.125 0.292 0.208 0.208 0.042 0.125
1 2 3 0.208 0.208 0.042 0.208 0.125 0.208
1 2 4 0.063 0.188 0.188 0.063 0.313 0.188
1 3 0 0.643 0.071 0.071 0.071 0.071 0.071
1 3 1 0.313 0.063 0.313 0.063 0.063 0.188
1 3 2 0.188 0.063 0.313 0.063 0.313 0.063
1 3 3 0.292 0.125 0.125 0.042 0.125 0.292
1 3 4 0.150 0.150 0.150 0.250 0.050 0.250
1 4 0 0.188 0.188 0.438 0.063 0.063 0.063
1 4 1 0.300 0.100 0.300 0.100 0.100 0.100
1 4 2 0.389 0.167 0.167 0.056 0.056 0.167
1 4 3 0.188 0.188 0.063 0.063 0.313 0.188
1 4 4 0.250 0.083 0.250 0.083 0.250 0.083
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2 0 0 0.500 0.045 0.227 0.045 0.136 0.045
2 0 1 0.167 0.056 0.167 0.278 0.167 0.167
2 0 2 0.071 0.071 0.214 0.357 0.071 0.214
2 0 3 0.107 0.036 0.393 0.179 0.179 0.107
2 0 4 0.083 0.250 0.083 0.083 0.417 0.083
2 1 0 0.094 0.156 0.344 0.281 0.094 0.031
2 1 1 0.214 0.357 0.071 0.071 0.214 0.071
2 1 2 0.250 0.083 0.250 0.083 0.250 0.083
2 1 3 0.063 0.188 0.063 0.313 0.188 0.188
2 1 4 0.063 0.063 0.063 0.313 0.063 0.438
2 2 0 0.611 0.056 0.167 0.056 0.056 0.056
2 2 1 0.045 0.045 0.409 0.045 0.227 0.227
2 2 2 0.150 0.350 0.050 0.050 0.150 0.250
2 2 3 0.250 0.083 0.250 0.083 0.250 0.083
2 2 4 0.063 0.188 0.063 0.313 0.313 0.063
2 3 0 0.500 0.136 0.045 0.227 0.045 0.045
2 3 1 0.357 0.214 0.214 0.071 0.071 0.071
2 3 2 0.250 0.250 0.083 0.083 0.250 0.083
2 3 3 0.250 0.083 0.417 0.083 0.083 0.083
2 3 4 0.083 0.083 0.083 0.083 0.250 0.417
2 4 0 0.300 0.300 0.100 0.100 0.100 0.100
2 4 1 0.389 0.167 0.278 0.056 0.056 0.056
2 4 2 0.208 0.292 0.125 0.042 0.125 0.208
2 4 3 0.188 0.188 0.313 0.063 0.063 0.188
2 4 4 0.150 0.250 0.050 0.050 0.450 0.050
3 0 0 0.167 0.167 0.056 0.500 0.056 0.056
3 0 1 0.643 0.071 0.071 0.071 0.071 0.071
3 0 2 0.227 0.318 0.045 0.045 0.318 0.045
3 0 3 0.150 0.150 0.050 0.250 0.150 0.250
3 0 4 0.083 0.083 0.250 0.417 0.083 0.083
3 1 0 0.500 0.167 0.167 0.056 0.056 0.056
3 1 1 0.357 0.071 0.071 0.071 0.214 0.214
3 1 2 0.083 0.083 0.083 0.417 0.250 0.083
3 1 3 0.036 0.250 0.107 0.321 0.179 0.107
3 1 4 0.045 0.227 0.045 0.227 0.409 0.045
3 2 0 0.563 0.063 0.188 0.063 0.063 0.063
3 2 1 0.250 0.083 0.083 0.083 0.083 0.417
3 2 2 0.278 0.167 0.056 0.056 0.278 0.167
3 2 3 0.208 0.125 0.208 0.208 0.208 0.042
3 2 4 0.125 0.125 0.125 0.125 0.375 0.125
3 3 0 0.300 0.100 0.100 0.100 0.300 0.100
3 3 1 0.214 0.071 0.071 0.071 0.214 0.357
3 3 2 0.071 0.214 0.214 0.071 0.357 0.071
3 3 3 0.063 0.188 0.063 0.063 0.313 0.313
3 3 4 0.313 0.063 0.188 0.063 0.188 0.188
3 4 0 0.682 0.136 0.045 0.045 0.045 0.045
3 4 1 0.214 0.357 0.214 0.071 0.071 0.071
3 4 2 0.389 0.278 0.056 0.056 0.056 0.167
3 4 3 0.278 0.167 0.167 0.056 0.167 0.167
3 4 4 0.107 0.321 0.036 0.036 0.179 0.321
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4 0 0 0.357 0.071 0.071 0.071 0.071 0.357
4 0 1 0.357 0.071 0.071 0.071 0.214 0.214
4 0 2 0.100 0.100 0.100 0.100 0.500 0.100
4 0 3 0.045 0.136 0.045 0.409 0.227 0.136
4 0 4 0.063 0.063 0.188 0.063 0.063 0.563
4 1 0 0.125 0.125 0.125 0.125 0.375 0.125
4 1 1 0.417 0.083 0.083 0.083 0.250 0.083
4 1 2 0.438 0.313 0.063 0.063 0.063 0.063
4 1 3 0.278 0.167 0.056 0.056 0.056 0.389
4 1 4 0.036 0.107 0.036 0.036 0.321 0.464
4 2 0 0.423 0.038 0.115 0.192 0.192 0.038
4 2 1 0.063 0.313 0.063 0.063 0.188 0.313
4 2 2 0.250 0.083 0.083 0.083 0.250 0.250
4 2 3 0.071 0.214 0.071 0.071 0.071 0.500
4 2 4 0.083 0.417 0.083 0.083 0.083 0.250
4 3 0 0.350 0.050 0.150 0.050 0.150 0.250
4 3 1 0.500 0.167 0.056 0.056 0.056 0.167
4 3 2 0.591 0.136 0.045 0.045 0.045 0.136
4 3 3 0.150 0.150 0.150 0.050 0.350 0.150
4 3 4 0.125 0.125 0.125 0.125 0.125 0.375
4 4 0 0.643 0.071 0.071 0.071 0.071 0.071
4 4 1 0.357 0.214 0.071 0.071 0.214 0.071
4 4 2 0.150 0.550 0.150 0.050 0.050 0.050
4 4 3 0.318 0.227 0.136 0.045 0.136 0.136
4 4 4 0.063 0.438 0.188 0.063 0.063 0.188

Table 2.6: Itemization of Inference Conditions of Emotions on the Discretized Feature
Values

The number of data
Feature F0MEAN PWS Tm
Value 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4

Anger 5 10 9 11 12 4 6 10 13 14 15 14 9 7 2
Sadness 12 3 5 3 4 4 2 7 5 9 2 7 8 3 7

Emo Disgust 15 8 7 1 0 6 7 5 6 7 8 7 6 7 3
tion Fear 11 7 4 6 1 13 10 3 2 1 5 4 5 9 6

Surprise 8 7 6 8 4 5 4 9 9 6 3 3 10 7 10
Happiness 9 4 2 5 8 4 4 7 10 3 2 5 3 8 10
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Table 2.7: The Accuracy Rates by BN and PCA

Emotion
Accuracy Rates (%)

BN PCA
Anger 72.1 27.9

Sadness 64.9 18.9
Disgust 64.1 59.0

Fear 55.6 18.5
Surprise 59.3 33.3

Happiness 63.0 22.2

Table 2.8: The Accuracy Rates

Emotion
Accuracy Rates (%)

Whole evidence(10) Six evidence Four evidence
Anger 72.1 54.1 58.1

Sadness 64.9 24.3 27.0
Disgust 64.1 38.5 35.9

Fear 55.6 37.0 37.0
Surprise 59.3 48.1 44.4

Happiness 63.0 40.7 44.4

2.4.1 Detecting Emotion Performance

We converted acoustic features of the remaining 200 samples into discrete values

by using the same thresholds for the training data and then examined the detecting

emotion performance of the BN model shown in Figure 2.6 on the 200 samples [42, 43,

44]. Table 2.8 shows the results. The singleton BN had accuracy rates of detecting

emotion higher than 50% for all emotions. The accuracy rate for anger was higher

than the other emotions, whereas those for fear and surprise were lower than the other

emotions.

For comparison, we used principal component analysis (PCA) and a classification

based on the Mahalanobis distance in a four PC space in a four dimensional hyper-

plane using four PCs because the accumulated contribution relevance is more than

90%. Table 2.8 shows the results. The accuracy rate of detecting emotion by the

singleton BN was higher than that of PCA. These results indicate that the BN had

acceptable accuracy rates for the whole range of emotions.
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Table 2.9: The Accuracy Rates under Complete Evidence and Incomplete Evidence
Accuracy Rates (%)

Complete evidence
Incomplete evidence

(10 evidences)
No F0 No PW No Tm

(6) (6) (9)
Anger 72.1 55.8 65.1 60.5

Sadness 64.9 37.8 27.0 40.5

Emotion
Disgust 64.1 17.9 46.2 23.1

Fear 55.6 25.9 22.2 59.3
Surprise 59.3 40.7 22.2 14.8

Happiness 63.0 33.3 48.1 14.8
Total 64.0 36.0 40.5 37.0

2.4.2 Reasoning with Incomplete

We examined the inference performance that a part of evidence is given [42, 44].

Table 2.8 shows the results. when four (F0MAX , PWS, PWMEAN , Tm) and six (SE,

F0S, F0MAX , PWS, PWMEAN , Tm) evidences are given, accuracy rates went down

than whole evidences are given. However, accuracy rates were higher than probabil-

ity(16.7%) that we randomly answered.

To confirm the influence of detecting emotion when acoustic features are mis-analyzed,

we examined the detecting emotion of the BN when only incomplete evidence is avail-

able [43]. We firstly examined the situation where the BN lacked evidence on one

acoustic feature1 of F0, PW , or Tm and attempted to find which of the three acoustic

features is essential for detecting emotion.

The right left half of Table 2.9 shows the results. The results indicate that accuracy

rates except for anger decrease dramatically appreciably in comparison with inference

using complete evidence. Sadness cannot be detected without the PW feature; disgust

cannot be detected without both F0 and Tm features; fear cannot be detected without

the PW feature; surprise cannot be detected without both PW and Tm features; and

happiness cannot be detected without the Tm feature.

2.4.3 Runtime Practicality

We evaluated the runtime performance in an attempt to confirm that our Bayesian

approach is applicable to the emotion detection engine of a robot’s communication

1It should be noted that knowledge of acoustic feature for emotion detection is represented by four
nodes for F0, four nodes for PW , and one node for Tm in the BN.
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system [42, 43]. The time required for emotion detection from a voice waveform can

be estimated as

1

n

n∑
i=1

Tprosodic(vi) + Tmora(vi) + Tinference(vi), (2.2)

where Tprosodic(vi) is the time required for extracting the acoustic features from a

voice waveform vi, Tmora(vi) is the time to syllabify vi for measuring the duration

per mora, and Tinference(vi) is the time required for detecting emotion. Regarding

the above 1600 samples, the execution time except Tmora(vi) took 143.5 [msec] for a

single voice waveform on an Athlon 64 3500+ (2.2GHz) / 2GB memory PC. The time

required for emotion detection, therefore, is less than 300 [msec] on the assumption that

Tmora ≤ Tprosodic + Tinference. This runtime performance is acceptable in consideration

of the latency of human-robot communication.

2.5 Detecting Emotion using Biphase BN

Section 2.4 provided a singleton Bayesian modeling of acoustic features of voice for

emotion detection by constructing BN from numbers of segments of emotive, expres-

sive voice samples. And the practical usefulness of probabilistic reasoning in the BN

was reported. However, the reasoning method was quite simple: to output a cer-

tain emotion that has the highest probability in the BN. There is no consideration of

the probability distribution among emotions. In this section, we propose a biphase

inference method using the BNs [45].

Considering practical application for human-robot communication, a sophisticated

inference mechanism using BNs should be invent for emotion detection in the case

of subtle difference in probability values. BN can reduce the choice, even though it

does not infer a certain emotion with height probability. In this case, our method can

re-infer using a BN modelling with the reduced emotions at the second phase. The

biphase Bayesian inference method is the following procedure.

Preparation: In advance of emotion detection inference, one BN and a set of BNs

are constructed from training voice samples for the first and the second phase,

respectively. The BN at the first phase distinguishes N kinds of emotions, and

a BN at the second phase distinguishes M(< N) kinds of emotions. The set

of BNs for the second phase is a M -combination from a set with N emotions.

The BN at the first phase is denoted by BNN and a BN at the second phase is

denoted by BNM
i (i = 1, · · · ,N CM).
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Figure 2.7: General of biphase Bayesian-based emotion detection system

First phase: Probabilistic reasoning in BNN with some evidences of acoustic fea-

tures of speech sound from sound analyzer makes conditional probability of emo-

tion, given the evidences. The method outputs a certain emotional label and

terminates if the probability satisfies the following condition:

max
e∈Emotions

(P (e)) > α and argmax
e∈Emotions

(P (e)) is unique,

where α means the threshold of emotion determination at the first phase BNN ;

otherwise the method selects BNM
i according to the emotional labels within the

M -th highest probability and then shifts to the second phase.

Second phase: Probabilistic reasoning in BNM
i makes conditional probability of

emotion, given the evidences. The method determines an emotional label with

the highest probability.

Figure 2.7 show general of biphase Bayesian-based emotion detection system.
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Table 2.10: Parent Nodes of EMOT s on Each Second Phase BN
Pair of emotions Parent nodes
Anger, sadness SE, F0S, F0MIN , PWS, PWMEAN , Tm

Anger, disgust SE, F0MEAN , F0MAX , PWMAX , Tm

Anger, fear SE, F0MEAN , PWS, PWMAX , Tm

Anger, surprise F0MIN , PWS, PWMAX , PWMIN , Tm

Anger, happiness F0S, PWMEAN , PWMAX , PWMIN , Tm

Sadness, disgust SE, F0MAX , F0MIN , PWMEAN , PWMIN

Sadness, fear SE, F0MAX , PWS, PWMEAN , PWMIN

Sadness, surprise SE, F0MAX , PWMEAN , PWMAX , PWMIN

Sadness, happiness SE, F0MIN , PWMEAN , PWMAX , PWMIN , Tm

Disgust, fear SE, F0S, F0MEAN , PWS, PWMIN

Disgust, surprise F0MAX , F0MIN , PWS, PWMIN , Tm

Disgust, happiness SE, F0S, F0MAX , Tm

Fear, surprise SE, F0S, F0MIN , PWS, PWMEAN

Fear, happiness SE, F0MAX , F0MIN , PWS, PWMIN

Surprise, happiness F0MAX , PWS, PWMEAN , PWMAX , PWMIN

This section describes an experimentation of detecting emotion of our biphase-based

Bayesian approach. We randomly selected 1400 samples as training data and dis-

cretized their attribute values with five values. In this experiment, we determined the

threshold for the discretization on the basis of the idea of even-sized chunk, that is, each

label of the discrete values covers 20% of the training data. Then we modeled one BN

BN6 which distinguishes six kinds of emotions and fifteen BNs BN2
i (i = 1, · · · , 15)

which distinguish two kinds of emotions for the first and the second phase, respec-

tively (i.e., N = 6 and M = 2 for the biphase-based method). BNs were built from

the above mentioned training voice samples with changing six variable orders by Bayes

Net Toolbox [41].

Figure 2.6 shows the results with the variable order SE ≺ F0 ≺ PW ≺ Tm ≺
EMOT for the first phase BN6. In addition, appendix A shows BN models for the

second phase BN6
2 , and Table 2.10 shows parent nodes of EMOT s on each second

phase BNs. EMOT s on each second phase BNs connect to attribute nodes that

strongly influence inference of their pair of emotions. Therefore, we expect that biphase

method improves emotion inference performance.
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Figure 2.8: The accuracy rates of biphase detecting emotion

2.5.1 Detecting Emotion Performance

We converted acoustic features of the rest 200 samples into discrete value by the

same thresholds for the training data, and then we examined the inference performance

of the biphase BN model by the inference test. In reasoning with the BN, we used

junction tree [22] as the inference algorithm with BNs. The examination was done by

changing the threshold α.

Figure 2.8 shows the accuracy rates of detecting emotion. We examined the inference

performance using singleton BN for comparison. Reasoner using first phase BN cannot

determine a certain emotional label if there is more than one emotional label with the

highest probability. This case is a frequent occurrence, and it makes a lower accuracy

rate. On the other hand, the results indicate that biphase-based method has largely

acceptable accuracy rates for all emotions in comparison with singleton BN (except

for happiness on α = 0.4 − 0.7). In this particular examples, the total accuracy rates

were the best average using biphase-based method with α = 0.4; In the method with

α ≥ 0.7 BN6, BN at the first phase, could not determinate and any of BN2
i s, a BN

at the second phase, was used for all of 200 samples.
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2.6 Conclusion

In this chapter, we proposed detecting emotion method from acoustic feature of hu-

man voice. The method is singleton and biphase BN using K2 algorithm. Our methods

proposed in this chapter gives much benefit to emotion detection by probabilistic in-

ference from complete whole and partial evidence and reasoning under uncertainty. In

addition, we confirmed that specific acoustic features strongly influence detection of

each emotion respectively.

In this study, we used voices spoken by unspecified actors and actresses from free

utterances. It causes inaccurate emotion detection performance. In Chapter 3, we

propose pairwise classification using BN for detecting emotion.
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Chapter 3

Detecting Emotion Method:

Pairwise Classification using TAN

3.1 Introduction

In the research field of data mining, various classification methods have been stud-

ied. Many researches for classification focus on feature extraction, feature selection,

and classification techniques. Feature extraction and feature selection are a data pre-

processing step for acquiring efficient features. Feature extraction transforms input

data into reduced representation features. As feature extraction techniques, PCA

(Principal Component Analysis), ICA (Independent Component Analysis), and LDA

(Linear Discriminant Analysis) are commonly used. Feature selection is done by se-

lecting appropriate subset features for classifying. Generally, stepwise selection and

genetic algorithm are used for feature selection. For efficient classification from the

acquiring features, classification techniques have been researched (e.g., Support Vector

Machine, Neural Network, Bayesian Network Classifier, Linear Discrimination classi-

fier, and K-nearest neighbor).

A multi-class is more complex than a binary class in classification problem. pairwise

classification (one against one) and one against all, for classifying a multi-class using

a series of binary classifiers, have been researched. One against all transforms C

classes problem into C binary classification for one class against other classes. Pairwise

classification [46, 47, 48] converts a multi-class problem into the series of binary class

problems (C(C − 2)/2).

In Chapter 2, we studied Bayesian method using K2 algorithm for detecting emo-

tion. In this chapter, we propose pairwise classification by weighted probability for

detecting emotion [49, 50]: using TAN in which the emotional contents of the voice
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are modeled by their selected acoustic features on every pair of emotions. Here, we

report on experiment results of detecting emotion from voice and classification from

open databases, and compare accuracy rates of our method with other methods.

3.2 Pairwise Classification

Generally, a binary class has higher classification ability than a multi-class. Ac-

cordingly, a multi-class sometimes resolves a series of binary class classifiers. Pairwise

classification [47, 46, 48] converts a C class problem into C(C − 1)/2 binary problems

for a pair of classes. Otherwise, one against all classifies the C class problem into C

binary problems for one class and other classes. Pairwise classification is more com-

mon between multi binary classifiers, because pairwise classification has relatively high

ability. In pairwise classification, each binary classifier Cij(classifiers for class i, j) is

learned on the subset of training examples that belong to the classes Ci and Cj, all

other examples are ignored for the training of Cij. Classification from each binary

classifier adopts voting system that classifies the most selected class by using each

binary classifiers. However, it can not classify class exactly if the most win is equal

over two class. In this chapter, we use weighted probability pairwise classification by

posterior probability of BN.

3.3 Constructing Emotion Detection Engine

This section describes constructing binary classifiers for emotion detection.

3.3.1 Voice Data

We collected voice samples for five emotions (anger, sadness, disgust, surprise, or

happiness) as mentioned in 2.2.1. These voice samples also are spoken by unspecified

actors and actresses from free sentences. In this chapter, we divided them into male

and female voice because we examined emotion detection for distinguishing between

male and female.

3.3.2 Features Extraction

Acoustic features (i.e. fundamental frequency, energy, duration, formant, mel-

frequency cepstral coefficients, duration, speech rate) are used for emotion detection
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[36, 51]. In this chapter, as attributes of voice data, we chose acoustic components as:

duration, fundamental frequency, energy, from first to fourth formant frequency and

bandwidth. Acoustic analysis was done on 11 ms frames passed through a Hamming

window extracted from voice waveforms sampled at 22.05 kHz. Then, we extracted

93 acoustic features from fundamental frequency (12 features), energy (16 features),

formant (64 features), and duration rate (1 feature). All of acoustic features are as

follows:

• Fundamental frequency features (F0).

– F01−7. Standard deviation, mean, maximum, minimum, median, range

between maximum and minimum, and timezone of maximum.

– F08. Gradient of the linear regression line of the F0 contour.

– F09−12. Amplitude of F0 contour during t seconds after the beginning of

the phrase (t = 0.05, 0.1, 0.15, 0.2).

• Energy features (PW ).

– PW1−7. Standard deviation, mean, maximum, minimum, median, range

between maximum and minimum, and timezone of maximum.

– PW8. Gradient of the linear regression line of the power envelope.

– PW9−12. Median value of the first derivative of the power envelope during

the t seconds after the beginning of the phrase (t = 0.05, 0.1, 0.15, 0.2).

– PW13−16. Ratio of the power at t seconds after the beginning of the phrase

to the maximum power (t = 0.05, 0.1, 0.15, 0.2).

• First formant frequency features (F1).

– F11−7. Standard deviation, mean, maximum, minimum, median, range

between maximum and minimum, and timezone of maximum.

– F18. Gradient of the linear regression line of first formant frequency.

• Second formant frequency features (F2).

– F21−7. Standard deviation, mean, maximum, minimum, median, range

between maximum and minimum, and timezone of maximum.

– F28. Gradient of the linear regression line of second formant frequency.

• Third formant frequency features (F3).



46 CHAPTER 3. DETECTING EMOTION METHOD: PAIRWISE CLASSIFICATION USING TAN

– F31−7. Standard deviation, mean, maximum, minimum, median, range

between maximum and minimum, and timezone of maximum.

– F38. Gradient of the linear regression line of third formant frequency.

• Fourth formant frequency features(F4).

– F41−7. Standard deviation, mean, maximum, minimum, median, range

between maximum and minimum, and timezone of maximum.

– F48. Gradient of the linear regression line of fourth formant frequency.

• First formant bandwidth features (BW1).

– BW11−7. Standard deviation, mean, maximum, minimum, median, range

between maximum and minimum, and timezone of maximum.

– BW18. Gradient of the linear regression line of first formant bandwidth.

• Second formant bandwidth features (BW2).

– BW21−7. Standard deviation, mean, maximum, minimum, median, range

between maximum and minimum, and timezone of maximum.

– BW28. Gradient of the linear regression line of second formant bandwidth.

• Third formant bandwidth features (BW3).

– BW31−7. Standard deviation, mean, maximum, minimum, median, range

between maximum and minimum, and timezone of maximum.

– BW38. Gradient of the linear regression line of third formant bandwidth.

• Fourth formant bandwidth features (BW4).

– BW41−7. Standard deviation, mean, maximum, minimum, median, range

between maximum and minimum, and timezone of maximum.

– BW48. Gradient of the linear regression line of fourth formant bandwidth.

• Tm. The average duration rate per a single mora.
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3.3.3 Feature Selection

Feature selection [52, 53] is a data pre-processing that selects appropriate subset

features for classification. Generally, feature selection is done by selecting efficient

features that determine the class label. This can also reduce the dimensionality, which

can otherwise worsen the performance of the pattern classifiers. Feature selection al-

gorithms for selecting appropriate subset features, such as stepwise, genetic algorithm,

are proposed. Stepwise feature selection computes scores of features by adding or

removing each feature. Then, one feature acquiring maximum score is selected for

adding or removing the feature. In this study, we used the forward-backward stepwise

selection method. The score uses accuracy rate of classification using NB. This method

consists of two parts: forward stepwise and backward stepwise. Feature selection is

conducted as follows:

• forward stepwise.

1. Compute scores by adding each feature to selected features (initial selected

feature is none, and initial maximum score is zero).

2. Select a feature acquiring maximum score.

3. If the score is higher than the previous maximum score, add the feature,

otherwise, stop feature selection.

4. If selected features are less than three, go to forward stepwise 1), otherwise,

go to backward stepwise 1).

• backward stepwise.

1. Compute scores by removing each selected features.

2. Select a feature acquiring maximum score.

3. If the score is higher than the maximum score of forward stepwise, remove

the feature, otherwise, go to forward stepwise 1).

4. If selected features are less than three, go to forward stepwise 1), otherwise,

go to backward stepwise 1).

In this approach, variables once entered may be dropped if those are no longer

significant as other variables are added. Feature selection conducts on every pair of

emotions for pairwise classification, which obtains the important subset features for

classification on every pair of emotions. We expect that feature selection done on each
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pair of emotions improves emotion detecting performance for pairwise classification

and reduces a computational effort of emotion detection. Subset features criterion use

the accuracy rate of classification by NB, and the accuracy rate is estimated by the

leave one out method.

3.3.4 Learning Emotion Detection Engine

We constructed the binary classifiers on every pair of emotions. We used TAN as

binary classifiers. For detection of the five emotions, we constructed ten (C(C − 1)/2)

binary classifiers. Each classifier used different features that were selected on every

pair of emotions from all features.

3.4 Emotion Detection Algorithm

The voting system is a common pairwise classification. However, if the most amount

of vote is tied over two classes, the voting system randomly classifies class among

them. In this chapter, we used weighted voting for posterior probability by TAN

binary classifiers. Emotion detection algorithm is as follows:

Algorithm 3.4.1 Emotion detection algorithm : weighted probability

for i = 1 to k-1 do
for j = i + 1 to k do

Compute probability Pi, Pj using classifier Ci,j

if Pi > Pj then
w = Pi

sumi = sumi + w //weighted probability
else if Pi < Pj then

w = Pj

sumj = sumj + w //weighted probability
else if Pi = Pj then

Continue
end if

end for
end for
Detect emotion as argmax

c=1···k
sumc

In algorithms, Cij is classifier of i, j class, Pi is posterior probability of i as classifier

Cij, and k is class number.
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Figure 3.1: General of detecting emotion by proposed method
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3.5 Experimental Evaluation of Emotion Detection

Figure 3.1 shows general of detecting emotion by proposed method. The section

describes an experimentation of emotion detection. First, we collected 200 segments

of male and female voice waveforms (400 segments in total) and labeled them with

the five emotions. Voice samples are same number segments for each emotion (40

segment per emotion). Then, we extracted 93 acoustic features in each of the seg-

ments and assigned them to the attributes, as described in Section 3.3.2. The acoustic

analysis used the Snack sound toolkit [40]. Then, we conducted feature selection on

every pair of emotions, as described in Section 3.3.3. Then we constructed binary

classifiers from subset features, as described in Section 3.3.4, with Bayes Net Toolbox

[41]. Then, we detected emotion from voice samples, as described in Section 3.4. To

evaluate emotion detection performance, we adopted ten fold cross-validation. For ten

fold cross-validation, we partitioned voice samples into ten subsamples in which each

subsample had the same number of emotion segments. One subsample assigns the test

data, and the remaining nine subsamples are used as training data. Then we repeated

this ten times as changing test data.

3.5.1 Results of Feature Selection

TAN classifiers calculate posterior probability of emotion from Gaussian distribu-

tions of attributes. Table 3.1 shows selected features on pairs of emotions for male,

and Figure 3.2 - Figure 3.11 show those Gaussian distributions. Table 3.2 also shows

selected features on pairs of emotions for female, and Figure 3.12 - Figure 3.21 show

those Gaussian distributions. Table 3.1 (for male) and Table 3.2 (for female) also show

feature values between pairs of emotions from Gaussian distributions. Take emotion

detection between anger and disgust of female for example. The selected features F03

(maximum of fundamental frequency), PW6 (range between maximum and minimum

of energy), and BW28 (gradient of the linear regression line of second formant band-

width) influence emotion detection between anger and disgust for female: F03 value of

disgust is lower than that of anger; anger has higher PW6 value than disgust; BW28

value of anger is broader than that of disgust. Therefore, we can confirm relative

features and those feature value for detection on each pair of emotions.
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Table 3.1: Selected Features and Feature Values between Pairs of Emotions (male)
Pair of emotions Selected features Feature values on pair of emotions

BW31 Anger - low, sadness - high
BW35 Anger - low, sadness - high

Anger, sadness PW9 Anger - broad, sadness - narrow
BW38 Anger - broad, sadness - narrow
F35 Anger - narrow, sadness - broad

Anger, disgust
F42 Anger - low, disgust - high

BW32 Anger - narrow, disgust - broad
BW35 Anger - low, surprise - high

Anger, surprise PW4 Anger - low, surprise - high
F34 Anger - low, surprise - high

Anger, happiness
F42 Anger - low, happiness - high

BW32 Anger - narrow, happiness - broad
Sadness, disgust PW9 Sadness - high, disgust - low

Sadness, surprise
PW2 Sadness - low, surprise - high
BW11 Sadness - narrow, surprise - broad
PW2 Sadness - low, happiness - high

Sadness, happiness PW7 Sadness - low, happiness - high
PW12 Sadness - high, happiness - low

Disgust, surprise
F04 Disgust - narrow, surprise - broad
F01 Disgust - low, surprise - high

Disgust, happiness
F02 Disgust - low, happiness - high
PW8 Disgust - low, happiness - high
BW38 Surprise - narrow, happiness - broad

Surprise, happiness BW22 Surprise - high, happiness - low
F08 Surprise - narrow, happiness - broad
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Figure 3.2: Gaussian distributions of selected features on anger and sadness (male)
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Figure 3.3: Gaussian distributions of selected features on anger and disgust (male)
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Figure 3.4: Gaussian distributions of selected features on anger and surprise (male)
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Figure 3.5: Gaussian distributions of selected features on anger and happiness (male)

-4 -2 0 2 4
0

0.1

0.2

0.3

0.4

0.5

0.6

O
c
c
u
r
r
e
n
c
e
 
P
r
o
b
a
b
i
l
i
t
y
 
(
%
)

 

 

Sadness

Disgust

(a) PW9

Figure 3.6: Gaussian distribution of selected feature on sadness and disgust (male)
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Figure 3.7: Gaussian distributions of selected features on sadness and surprise (male)
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Figure 3.8: Gaussian distributions of selected features on sadness and happiness (male)
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Figure 3.9: Gaussian distributions of selected features on disgust and surprise (male)
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Figure 3.10: Gaussian distributions of selected features on disgust and happiness
(male)
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Figure 3.11: Gaussian distributions of selected features on surprise and happiness
(male)



3.5. EXPERIMENTAL EVALUATION OF EMOTION DETECTION 55

Table 3.2: Selected Features and Feature Values between Pairs of Emotions (female)
Pair of emotions Selected features Feature values on pair of emotions

F03 Anger - high, sadness - low
Tm Anger - low, sadness - high

Anger, sadness
F010 Anger - high, sadness - low
F16 Anger - low, sadness - high

BW12 Anger - low, sadness - high
PW2 Anger - high, sadness - low
F03 Anger - high, disgust - low

Anger, disgust PW6 Anger - high, disgust - low
BW28 Anger - broad, disgust - narrow
F25 Anger - narrow, surprise - broad
PW5 Anger - high, surprise - low

Anger, surprise
Tm Anger - narrow, surprise - broad
PW1 Anger - high, surprise - low
BW48 Anger - low, surprise - high
F16 Similar
PW1 Anger - high, happiness - low

Anger, happiness
Tm Anger - narrow, happiness - broad
F23 Similar

BW15 Anger - narrow, happiness - broad
F010 Sadness - low, disgust - high

Sadness, disgust F13 Sadness - high, disgust - low
F32 Sadness - low, disgust - high
PW5 Sadness - high, surprise - low
PW2 Sadness - low, surprise - high
F01 Sadness - low, surprise - high

BW47 Sadness - low, surprise - high
Sadness, surprise PW1 Sadness - high, surprise - low

BW12 Sadness - high, surprise - low
PW8 Sadness - low, surprise - high
BW22 Sadness - high, surprise - low
F17 Sadness - narrow, surprise - broad
PW9 Sadness - broad, happiness - narrow

Sadness, Happiness BW15 Sadness - high, happiness - low
F04 Sadness - narrow, happiness - broad

Disgust, surprise
F17 Disgust - low, surprise - high
F05 Disgust - low, surprise - high
PW1 Disgust - broad, happiness - narrow
BW46 Disgust - narrow, happiness - broad
BW11 Disgust - high, happiness - low
F14 Disgust - low, happiness - high

Disgust, happiness F33 Disgust - high, happiness - low
PW16 Disgust - broad, happiness - narrow
BW28 Disgust - narrow, happiness - broad
PW7 Disgust - narrow, happiness - broad
PW13 Disgust - high, happiness - low

Surprise, happiness
PW7 Surprise - narrow, happiness - broad
BW35 Surprise - high, happiness - low
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Figure 3.12: Gaussian distributions of selected features on anger and sadness (female)
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Figure 3.13: Gaussian distributions of selected features on anger and disgust (female)
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Figure 3.14: Gaussian distributions of selected features on anger and surprise (female)
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Figure 3.15: Gaussian distributions of selected features on anger and happiness (fe-
male)
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Figure 3.16: Gaussian distributions of selected features on sadness and disgust (female)
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Figure 3.17: Gaussian distributions of selected features on sadness and surprise (fe-
male)



3.5. EXPERIMENTAL EVALUATION OF EMOTION DETECTION 59

-4 -2 0 2 4
0

0.5

1

1.5

2

O
c
c
u
r
r
e
n
c
e
 
P
r
o
b
a
b
i
l
i
t
y
 
(
%
)

 

 

Sadness

Happiness

(a) PW9

-4 -2 0 2 4
0

0.1

0.2

0.3

0.4

O
c
c
u
r
r
e
n
c
e
 
P
r
o
b
a
b
i
l
i
t
y
 
(
%
)

 

 

Sadness

Happiness

(b) BW15

-4 -2 0 2 4
0

0.1

0.2

0.3

0.4

0.5

O
c
c
u
r
r
e
n
c
e
 
P
r
o
b
a
b
i
l
i
t
y
 
(
%
)

 

 

Sadness

Happiness

(c) F04

Figure 3.18: Gaussian distributions of selected features on sadness and happiness
(female)
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Figure 3.19: Gaussian distributions of selected features on disgust and surprise (female)
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Figure 3.20: Gaussian distributions of selected features on disgust and happiness (fe-
male)
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Figure 3.21: Gaussian distributions of selected features on surprise and happiness
(female)
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3.5.2 Binary Classifiers

Figure 3.22 - Figure 3.31 show TAN binary classifiers on each pair of emotion. Take

binary classifiers of anger and sadness for example. The male model for anger and

sadness uses 5 features (BW31, BW35, PW9, BW38, F35) (Table 3.1). It constructs

tree among eight attributes as BW31 is root node. Also the female model uses 6

features (F03, Tm, F010, F16, BW12, PW2) (Table 3.2). It also constructs tree

among seven attributes as F03 is root node.

BW31

BW35

F35

EMOT

PW9

BW38

(a) Male

F03

F010

F16

PW2

EMOT

Tm

BW12

(b) Female

Figure 3.22: TAN classifiers of anger and sadness

F42 BW32

EMOT

(a) Male

F03 PW6

EMOT

BW28

(b) Female

Figure 3.23: TAN classifiers of anger and disgust
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Figure 3.24: TAN classifiers of anger and surprise
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Figure 3.25: TAN classifiers of anger and happiness
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Figure 3.26: TAN classifiers of sadness and disgust
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Figure 3.27: TAN classifiers of sadness and surprise
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Figure 3.28: TAN classifiers of sadness and happiness
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Figure 3.29: TAN classifiers of disgust and surprise
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Figure 3.30: TAN classifiers of disgust and happiness
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Figure 3.31: TAN classifiers of surprise and happiness

3.5.3 Detecting Emotion Performance

We examined the emotion detection for our method. Table 3.3 shows the accuracy

rates for emotion detection. The total accuracy rate of emotion detection was higher

than 50%. The accuracy rates for male and female anger was higher than the other

emotions, whereas those for male and female happiness, and male sadness were lower

than the other emotions.

Table 3.4 shows the confusion matrix for detecting emotion. Many male sadness

voice samples were mis-detected as disgust. Table 3.5 shows posterior probability

of those sadness voice samples by sadness and disgust classifier for male. Sample 1

was detected as disgust because weighted probabilities of disgust were extremely high.
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Table 3.3: Accuracy Rates of Emotion Detection

Emotion
Accuracy rates(%)

Male Female Total
Anger 70.0 82.5 76.3

Sadness 30.0 60.0 45.0
Disgust 47.5 47.5 47.5
Surprise 55.0 42.5 48.8

Happiness 37.5 40.0 38.8
Total 48.0 54.5 51.3

Table 3.4: Confusion Matrix

Gender Actual Emotion
The number of classified samples

Anger Sadness Disgust Surprise Happiness Total
Anger 28 0 4 2 6 40

Sadness 8 12 10 5 5 40
Male Disgust 9 3 19 3 6 40

Surprise 6 3 5 22 4 40
Happiness 7 5 5 8 15 40

Anger 33 1 1 3 2 40
Sadness 8 24 3 4 1 40

Female Disgust 6 9 19 3 3 40
Surprise 3 7 7 17 6 40

Happiness 5 6 3 10 16 40

Misdetection as anger by anger and sadness classifier caused inaccurate emotion detec-

tion on sample 2. However, many samples (sample 3 - sample 10) were mis-detected

as disgust because sadness and disgust classifier detected those samples as disgust.

FS for male’s sadness and disgust classifier selected one feature (PW9), which causes

inaccurate emotion detection performance. This result indicates that we extracted

few features for classification between sadness and disgust. Many female happiness

voice samples also were classified as surprise. Table 3.6 shows posterior probability of

those happiness voice samples by surprise and happiness classifier. Sample 1 was mis-

detected as surprise because classifier of sadness and happiness detected that sample

as sadness; sample 2 was mis-detected as surprise because classifier of disgust and hap-

piness detected that sample as disgust; sample 3 was mis-detected as surprise because

classifier of disgust and happiness detected that sample as disgust. However, many

samples (sample 4 - sample 10) are mis-detected as surprise by surprise and happiness

classifier for female. Gaussian distributions from selected 2 features shown in Fig-



66 CHAPTER 3. DETECTING EMOTION METHOD: PAIRWISE CLASSIFICATION USING TAN

Table 3.5: Posterior Probability by Sadness and Disgust Classifier

Probability of sadness (%) Probability of disgust (%)
Sample 1 51.8 48.2
Sample 2 63.1 36.9
Sample 3 48.6 51.4
Sample 4 40.1 59.9
Sample 5 35.6 64.4
Sample 6 37.6 62.4
Sample 7 35.3 64.7
Sample 8 46.7 53.3
Sample 9 31.8 68.2
Sample 10 27.0 73.0

Table 3.6: Posterior Probability by Surprise and Happiness Classifier

Probability of happiness (%) Probability of surprise (%)
Sample 1 50.9 49.2
Sample 2 60.4 39.6
Sample 3 51.8 48.2
Sample 4 47.5 52.5
Sample 5 44.5 55.5
Sample 6 39.6 60.4
Sample 7 48.6 51.4
Sample 8 46.4 53.6
Sample 9 38.7 61.3
Sample 10 34.6 65.4

ure 3.21 rarely distinguish between surprise and happiness. This result indicates that

extracted features are not appropriate for classification between surprise and happi-

ness. Therefore, we need to extract more acceptable features for classification between

those pairs of emotions.

3.5.4 Comparing Results for Emotion Detections

To confirm the influence of feature selection and pairwise classification on emotion

detection, we examined emotion detection by pairwise classification and multi-class

classification for weak FS and without FS. Weak FS detects emotion with feature

selection on all emotions, and selects subset features (BW31, BW24, PW4, F03, PW11,

F12, F42, Tm for male, and PW1, F25, F28, F03, F24, F38 for female). And without

FS conducts emotion detection by all features. Table 3.7 shows the accuracy rates.
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Table 3.7: Accuracy Rates of Emotion Detection Methods

Accuracy rates(%)
Emotion Pairwise classification Multi-class classification

Strong FS(Our method) Weak FS without FS Weak FS without FS
Anger 76.3 62.5 58.8 63.8 58.8

Sadness 45.0 30.0 26.3 32.5 26.3
Disgust 47.5 35.0 35.0 23.8 30.0
Surprise 48.8 35.0 31.3 42.5 33.8

Happiness 38.8 37.5 30.0 32.5 31.3
Total 51.3 40.0 36.3 39.0 36.0

The accuracy rates of weak FS were higher than their without FS on both pairwise

classification and multi-class classification. This result indicates that feature selection

has benefit for emotion detection performance. Total accuracy rate of strong FS (our

method) were higher than the other methods. This result indicates that our method

improves emotion detection performance from voice.

For comparison of pairwise classification methods for emotion detection, we detected

emotion by simple voting system. The algorithm is as follows:

Algorithm 3.5.1 Simple voting

for i = 1 to k-1 do
for j = i + 1 to k do

Compute probability Pi, Pj using classifier Cij

if Pi > Pj then
sumi = sumi + 1 //simple voting system

else if Pi < Pj then
sumj = sumj + 1 //simple voting system

else if Pi = Pj then
Continue

end if
end for

end for
if One emotion is max win then

Detect emotion as argmax
c=1···k

sumc

else
Emotion detection is failure

end if

This method mis-detects emotion to equal amount of wins on more than two emo-
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Table 3.8: Accuracy Rates of Pairwise Classifications

Emotion
Accuracy rates(%)

Our method Simple voting Sum of probability
Anger 76.3 72.5 70.0

Sadness 45.0 42.5 47.5
Disgust 47.5 41.3 41.3
Surprise 48.8 32.5 46.3

Happiness 38.8 31.3 37.5
Total 51.3 44.0 48.5

tions. Table 3.8 (middle) shows the accuracy rates. The accuracy rates of our method

(Table 3.8 (left)) were quite higher than those of simple voting system. This result

indicates that our method improves emotion detection performance.

We also detected emotion by sum of probability. The algorithm is as follows:

Algorithm 3.5.2 Sum of probability

for i = 1 to k-1 do
for j = i + 1 to k do

Compute probability Pi, Pj using classifier Cij

wi = Pi

sumi = sumi + wi //sum of probability
wj = Pj

sumj = sumj + wj //sum of probability
end for

end for
Detect emotion as argmax

c=1···k
sumc

This method adds all posterior probability from TAN classifiers. Table 3.8 (right)

shows the accuracy rates. Total accuracy rate of our method was higher than sum of

probability. The result indicates that our method has more acceptable accuracy rates.

3.6 Classification Results from Open Datasets

We confirmed classification performance of our method using open database from

the University of California at Irvine (UCI) [54] machine learning repository [55].

These datasets are shown in Table 3.9. The datasets consist of multi-class for pairwise

classification. We selected appropriate subset features on every pair of classes from

all features. Then, we used selected subset features for learning each binary classifiers
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Table 3.9: Description of Datasets
Dataset # of training data # of test data # of classes # of features

Iris 150 CV-5 3 4
Wine 178 CV-5 3 13

Wall-Follow 5456 CV-5 4 24
Breast Tissue 106 CV-5 6 9

Glass 214 CV-5 6 9
Segment 2310 CV-5 7 19
Vowel 528 462 11 10

Table 3.10: Accuracy Rates of Classification with FS
Dataset Pairwise (Our method) Multi-class

Iris 94.7 94.7
Wine 90.4 94.9

Wall-Follow 62.7 61.2
Breast Tissue 69.8 58.5

Glass 55.1 48.6
Segment 90.5 88.3
Vowel 50.6 50.0

using TAN. Then, we conducted classification using testing data. In regard to six

datasets (except for Vowel), we conducted classification by five-fold cross validation

from all training data.

Table 3.10 shows the accuracy rates of classification with FS. FS of multi-class

is conducted on all classes. In regard to five datasets (Wall-Follow, Breast Tissue,

Glass, Segment, and Vowel), our method has the higher accuracy rates than multi-

class classification. However, our method from Wine had the lower accuracy rate

than other, and Iris had the same accuracy rate for two methods. Table 3.11 also

shows the accuracy rates of pairwise classification. Our method from four datasets

(Wall-Follow, Breast Tissue, Glass, and Segment) had the higher accuracy rates than

without FS, whereas our method from other datasets (Iris, Wine, and Vowel) had the

lower accuracy rates than without FS. Therefore, our method is appropriate to the

four datasets having four to seven classes (Breast Tissue, Glass, Segment and Wall-

Follow). However, our method shows poor performance to the datasets having three

classes (Iris and Wine) and many classes (Vowel).
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Table 3.11: Accuracy Rates of Pairwise Classification
Dataset FS (Our method) without FS

Iris 94.7 96.7
Wine 90.4 96.1

Wall-Follow 62.7 51.7
Breast Tissue 69.8 58.5

Glass 55.1 45.3
Segment 90.5 79.3
Vowel 50.6 58.0

3.7 Conclusion

This chapter proposed a method for detecting emotion from human voice. The

method provided pairwise classification using selective TAN of acoustic features. Our

method improves emotion detection performance for freely uttered voice samples from

many and unspecified actors and actresses. We also reported on classification perfor-

mance from open database.

We proposed detecting emotion method in Chapter 2 and Chapter 3. Unfortunately,

considering the practical constraints of human robot interaction, voice analysis can

not be fully guaranteed. In the future work, we will propose more precise detecting

emotion method. Finally, we will aim to apply detecting engine system to a robot

communication system.
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Chapter 4

Comparison of Sensibilities of

Japanese and Korean

4.1 Introduction

Recently, the world’s communities are growing more and more inter-dependent. This

trend has promoted economic cooperation, foreign trade, immigration, etc. In light of

this trend, there has been a large increase in opportunities for cross-cultural exchange,

and thus, mutual understanding of emotions in order to comprehend or sympathize

with speakers of different languages is becoming even more important.

Besides vocal expression, facial expression is an important element of emotional

expression. According to Paul Ekman’s study [9] of human faces, people in many dif-

ferent cultures innately share facial expressions conveying six basic emotions (anger,

sadness, disgust, fear, surprise, and happiness). With respect to emotional expression

of the human voice, however, there has been almost no research comparing vocal emo-

tional expressions of people who speak different languages and have different cultural

backgrounds. Although there are several reports on detecting emotions in human voice

(e.g., [56, 57]), they deal with a specific language. We chose Japan and Korea as the

two different cultures for our study. The grammars of Japanese and Korean show some

similarity: they have the same word order, and nominatives are indicated by particles.

On the other hand, speakers of these languages can’t understand the other language

because they have different phonologies, vocabularies, and writings.

In Chapter 2 and Chapter 3, we focused on a method for detecting emotion. We

have previously presented a Bayesian network-based method for detecting emotions

in human voices. The method focuses on acoustic features in emotionally expressive

human voices and models the causal relationship between emotions and the features
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by using a BN. The BN built by our method can detect emotions from human voices

expressing non-verbal information.

In this chapter, we model the sensibilities that Japanese and Korean have for emo-

tional voices by learning BNs that can detect emotions in emotional voices of native

Japanese and Koreans [58, 59]. We then compare the sensibilities of emotion recog-

nition from speech between Japanese and Korean by examining the cross-inference

through two BNs with speech in the respective foreign language.

4.2 Constructing Detecting Emotion Engine

We focus on the acoustic features of the speaker’s voice as a cue to what emotion

he or she expresses. This section describes a BN modeling for this problem.

4.2.1 Voice Data

We collected segments of Japanese and Korean voice samples that were spoken

emotionally by actors and actresses in films, TV dramas, and so on. We labeled all

segments with five emotional labels (anger, sadness, disgust, surprise or happiness). We

extracted voice samples from many and unspecified actors and actresses, and Japanese

and Korean collected sound data in their native language.

4.2.2 Features Extraction

In this chapter, we chose three acoustic attributes: energy, fundamental frequency

and duration as the acoustic parameters for BN modeling. Acoustic analysis was done

on 11 ms frames passed through a Hamming window extracted from voice waveforms

sampled at 22.05 kHz.

Figure 4.1 shows an example of feature extraction from voice data of a Korean

male speaking the Korean sentence “jeong-mal-joe-song-hab-ni-da” (that means “I am

so sorry”). The attributes of energy, maximum energy (PWMAX), minimum energy

(PWMIN), mean energy (PWMEAN) and its standard deviation (PWS) are determined

from the energy contours for the frames in a voice waveform (see Figure 4.1 (b)).

The attributes of fundamental frequency, maximum pitch (F0MAX), minimum pitch

(F0MIN), mean pitch (F0MEAN) and its standard deviation (F0S) are determined from

short time Fourier transforms for the frames in a voice waveform (see Figure 4.1 (c)).

As the attribute concerning duration, we measure the average duration per a single
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Figure 4.1: An example of attribute extracted from a Korean male’s voice “jeong-mal-
joe-song-hab-ni-da”: (a) the speech waveform of “jeong-mal-joe-song-hab-ni-da” and
number of word’s syllable where continuous lines is syllable boundaries derived on a
phonological basis, (b) a plot of energy extracted from the energy contours for the
frames in the waveform, (c) a plot of fundamental frequency extracted by short time
Fourier transforms for the frames in the waveform.
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Figure 4.2: Possible variable orders of node groups

syllable (Ts) (see Figure 4.1 (a)). Then we added the attribute of the speaker’s sex-

uality (SE). The goal attribute (EMOT ) and the above nine acoustic feature values

and speaker’s sexuality (total eleven attributes) were assigned to the nodes of the BN

model.

4.2.3 Discretization of Feature

The section describes the discretization of extracted acoustic features. We considered

BNs with discrete and multinominal variables only. In order to learn the discrete causal

structure of the BN model, all acoustic features were converted into discrete values.

The thresholds to discretize continuous values were determined from the distribution

of the acoustic features extracted from the training voice samples.

4.2.4 Learning BN Structure

The section describes how to specify the topology of the BN model for emotion

detection and to parametrize CPT for connected nodes. The emotion detection BN

modeling is to determine the qualitative and quantitative relationships between the

output node containing the goal attribute (emotions) and nodes containing acoustic

features. We chose a model selection method based on the Bayesian information crite-

rion (BIC) [38], and we used K2 as the search algorithm. We described construction of

BN model using K2 algorithm based on BIC scoring in Section 2.2.4. We considered

every possible permutation of three node groups: PW , F0 and Ts, such that node SE



4.3. INFERENCE ALGORITHM 75

preceded all others shown in Figure 4.2.

The BN has no verbal information: it only has acoustic features and speaker’s

sexuality. With respect to the native language, verbal information is often dominant

in the emotion recognition from speech, but it is of no use for the foreign language. We

used BNs composed of non-verbal information to enable a pure comparison of native

and foreign languages.

4.3 Inference Algorithm

The topology of the BN is often multiply connected when there is a complicated

relationship between variables. We chose junction tree [22] as the inference algorithm

with BNs, it is an exact inference algorithm in multiply connected BNs. It is efficient

clustering inference algorithms. Clustering inference algorithms transform the BN into

a probabilistically equivalent polytree by merging nodes and removing multiple paths

between two nodes along which evidence may travel.

4.4 Comparison of Sensibilities through Emotion

Inference

The section describes an experiment comparing the sensibilities of emotion recogni-

tion of Japanese and Koreans by using the Bayesian approach. Figure 4.3 shows an

overview of the experiment. First, we collected 500 segments of voice waveforms in

Japanese and Korean (1000 segments in total) and labeled them with five emotions, as

described in Section 4.2.1. Then, we extracted nine acoustic features and the speaker’s

sexuality in each of the segments and assigned them to the attributes, as described in

Section 4.2.2. The acoustic analysis used the Snack sound toolkit [40]. After that we

randomly selected 400 samples from Japanese and Korean (800 in total) as training

data and discretized their attributes into four values. We determined the threshold for

discretization on the basis of the idea of even-sized chunks; that is, each discrete value

covers 25% of the training data. We then modeled the BNs for Japanese and Korean

by changing six variable orders (see Figure 4.2) with Bayes Net Toolbox [41].

Figure 2.6 shows the results of learning: BN for Japanese (BNJP ) and BN for Ko-

rean (BNKR) with the variable order SE ≺ F0MAX ≺ F0MIN ≺ F0S ≺ F0MEAN ≺
PWMAX ≺ PWMIN ≺ PWS ≺ PWMEAN ≺ Ts ≺ EMOT , where both the BNs

have the highest accuracy rates for their native voice samples. First, we compared the
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Figure 4.3: Cross-inference for emotion detection from Japanese and Korean speech
data

parent nodes of EMOT between the BNs because these nodes strongly influence emo-

tion inference. The parent nodes of EMOT are F0MAX , PWMEAN , and Ts in BNJP

and are F0MEAN , PWMAX , and Ts in BNKR. The results indicate roughly that the

three acoustic features (F0, PW , Ts) are largely related with emotion inference in

Japanese and Korean. Concerning the fundamental frequency (F0), Japanese sensi-

bilities depend on the maximum value and Korean sensibilities depend on the average

value. Concerning energy (PW ), Japanese sensibilities depend on the average value

and Korean sensibilities depend on the maximum value.

We then conducted two experiments on emotion inference: detecting emotions from

native speech and from foreign speech. The first experiment attempted to confirm the

effectiveness of the two BNs as sensibility models of Japanese and Korean. The second

experiment was to enable a comparative discussion of sensibilities between Japanese

and Koreans.
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Figure 4.4: BN structure learned from training data
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Table 4.1: Accuracy Rates of Emotion Inference in the Native Language
Accuracy Rates [%]

BN PCA
Language Japanese Korean Japanese Korean

Anger 70.0 65.0 90.0 30.0
Sadness 55.0 75.0 10.0 35.0

Emotion Disgust 60.0 60.0 50.0 50.0
Surprise 40.0 50.0 50.0 10.0

Happiness 50.0 50.0 5.0 30.0
Total 55.0 60.0 41.0 31.0

Table 4.2: Accuracy Rates of Emotion Inference in the Foreign Language
Accuracy Rates [%]

BN BNJP BNKR

Testdata Korean Japanese
Anger 55.0 22.0

Sadness 9.0 20.0
Emotion Disgust 29.0 33.0

Surprise 18.0 10.0
Happiness 31.0 29.0

Total 28.4 22.8

4.4.1 Emotion Inference from Voices in the Native

Language

We converted acoustic features of the remaining 100 samples in Japanese and Korean

(200 in total) into discrete values by using the same thresholds for the training data

and then examined the inference performance of each of the BN models shown in

Figure 2.6. The left side of Table 4.1 shows the results. The BNs had accuracy rates

of inference higher than 50%, except for Japanese surprise, and the total accuracy

rates were higher than 55% in both Japanese and Korean.

For comparison, we used principal component analysis (PCA) using ten acoustic

features of training data and a classification based on the linear discriminant in a

four-dimensional hyper-plane using four PCs because the accumulated contribution

relevance was more than 70%. The right side of Table 4.1 shows the results. The BN

for Korean had accuracy rates higher than the PCA for all emotions. The BN for

Japanese had accuracy rates higher than the PCA, except for anger and surprise. The
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PCA for Japanese had very high accuracy rate for anger. To infer a specific emotion

accurately is, however, totally insignificant, unless the BN can adequately infer all

other emotions. The emotion inference has to get high average accuracy rates for all

emotions. Note that the BNs for Japanese and Korean have total accuracy rates higher

than the PCAs.

From now on, our discussion will proceed under the assumption that the BNs for

Japanese and Korean reflect their sensibilities of emotion recognition from voices. With

respect to each emotion, both BNs had high accuracy rates for anger. The BN for

Korean had high accuracy rate for sadness as well. Both BNs had lower accuracy rates

for surprise and happiness. These results suggest that Japanese and Koreans easily

recognize anger and Koreans easily recognize sadness in their own native speech, and

that it is slightly difficult for Japanese and Korean to recognize surprise and happiness

in their own native speech.
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(a) Inference rates

(b) Detailed inference rates of each emotion

Figure 4.5: Detailed emotion inference rates for Korean voice using BNJP
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(a) Inference rates

(b) Detailed inference rates of each emotion

Figure 4.6: Detailed emotion inference rates for Japanese voice using BNKR
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4.4.2 Emotion Inference from Voices in a Foreign

Language

To compare the sensibilities of Japanese and Koreans in recognizing emotions from

voices, we examined the cross-emotion inference through two BNs with speech in the

respective foreign language. The cross-emotion inference was done by giving 500 Ko-

rean voice samples to BNJP and giving 500 Japanese voice samples to BNKR. Table 4.2

shows the resulting accuracy rates. The accuracy rates for the respective foreign lan-

guages (see Table 4.2) are lower than those for the native languages (see Table 4.1).

BNJP ’s accuracy rate for Korean anger was higher than 50%. This result suggests

that Japanese sensibilities can easily recognize anger from Korean speech. BNKR’s

accuracy rate for Japanese disgust was higher than those of other emotions. The re-

sult suggests that Korean sensibilities can fairly easily recognize disgust from Japanese

speech. With respect to sadness and surprise, both BNJP and BNKR had accuracy

rates not more than 20%. The results suggest that it is difficult for Japanese and

Koreans to recognize sadness and surprise from the other’s speech.

Figure 4.5 (a) shows the inference rates of emotions using BNJP with Korean voice

samples. For example, 145 Korean voice samples (29%) are recognized as anger. The

figure indicates that BNJP recognizes most Korean voices as expressing anger or hap-

piness and a few Korean voices as expressing sadness or disgust. Figure 4.5 (b) shows

the detailed inference rates of each emotion. For example, 37 surprised voice samples

(37%) are recognized as anger. The figure indicates that most Korean angry voices

are recognized correctly but that many Korean surprised voices are mis-recognized

as angry. The figure also indicates that many Korean sad voices are mis-recognized

as happy. These results suggest that Japanese sensibilities often recognize Korean

voices as angry and they often mis-recognize Korean surprise and sadness as anger

and happiness, respectively.

Figure 4.6 (a) shows the inference rates for BNKR on Japanese voice samples. For

example, 141 samples (28.2%) from Japanese voice samples are recognized as sad.

The figure indicates that most Japanese voices are recognized as sad or happy and

a few Japanese voices are recognized as angry or surprised. Figure 4.6 (b) shows

the detailed inference rates of each emotion. For example, 40 happy voice samples

(40%) are recognized as sad. The figure indicates that lots of Japanese happy voices

and surprised voices are mis-recognized as sad and lots of Japanese sad and surprised

voices are mis-recognized as happy. These results suggest that Korean sensibilities

often recognize Japanese voices as expressing sadness or happiness and they often mis-
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Table 4.3: Itemization of the Discretized Feature Values of Korean Voice Samples
The number of data

Feature F0MAX PWMEAN Ts
Value 0 1 2 3 0 1 2 3 0 1 2 3

Anger 0 19 32 49 3 4 19 74 48 31 16 5

Emo
Sadness 13 27 18 42 12 13 21 54 6 25 27 42

tion
Disgust 55 33 9 3 8 20 26 46 33 45 14 8
Surprise 19 24 22 35 7 10 18 65 38 37 15 10

Happiness 23 33 22 22 5 8 30 57 20 33 26 21
Subtotal 110 136 103 151 35 55 114 296 145 171 98 86

Total 500 500 500

Table 4.4: Itemization of the Discretized Feature Values of Japanese Voice Samples
The number of data

Feature F0MEAN PWMAX Ts
Value 0 1 2 3 0 1 2 3 0 1 2 3

Anger 13 31 29 27 33 30 30 7 40 28 16 16

Emo
Sadness 38 24 27 11 57 15 18 10 15 22 22 41

tion
Disgust 46 39 11 4 63 25 10 2 38 13 30 19
Surprise 20 31 28 21 57 19 15 9 8 15 23 54

Happiness 25 31 18 26 58 18 18 6 10 14 22 54
Subtotal 142 156 113 89 268 107 91 34 111 92 113 184

Total 500 500 500

recognize Japanese happiness and surprise as sadness. These results also suggest that

Korean sensibilities often mis-recognize Japanese sadness and happiness.

We investigated the causal relation in BNJP with Korean voice. We focus on the

relationship between EMOT and its parent nodes F0MAX , PWMEAN , and Ts. Ta-

ble 4.3 shows the itemization of the discretized feature values of Korean voice sam-

ples. For visualization in two dimensions, we selected Korean voice samples such that

PWMEAN = 3 because they had the most of voice samples. Figure 4.7 shows the

conditional probability distribution (CPD) of EMOT each emotion on F0MAX , Ts,

and PWMEAN = 3. According to the CPD in BNJP , Japanese sensibilities probably

recognize a speech voice as anger when F0MAX is not low and Ts is fast; they rarely rec-

ognize it as sadness; they probably recognize it as disgust when F0MAX is low and Ts is

fast; they probably recognize it as surprise when F0MAX is high and Ts is a little slow;

they probably recognize it as happiness when F0MAX is low or high and Ts is slow.

Figure 4.7 (f) shows the CPD where P(EMOT |F0MAX , T s, PWMEAN = 3) ≥ 0.4.

Figure 4.8 shows the frequency distribution of Korean voice samples of anger, surprise,
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Figure 4.8: The frequency distribution of Korean voice samples in F0MAX and Ts
when PWMEAN = 3
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and sadness in F0MAX and Ts when PWMEAN = 3. It follows from Figure 4.7 (f) and

Figure 4.8 that most of Korean angry voices are recognized correctly by BNJP because

most of them range where F0MAX is not low and Ts is fast; lots of Korean surprised

voices are mis-recognized as anger by BNJP because lots of them range where F0MAX

is a little low and Ts is fast; lots of Korean sad voices are mis-recognized as happiness

by BNJP because most of them range where F0MAX is high and Ts is slow.

We then investigated the causal relation in BNKR with Japanese voice. We focus

on the relationship between EMOT and its parent nodes F0MEAN , PWMAX , and Ts.

Table 4.4 shows the itemization of the discretized feature values of Japanese voice

samples. For visualization in two dimensions, we selected Korean voice samples such

that PWMAX = 0 because they had the most of voice samples. Figure 4.9 shows

the CPD of EMOT each emotion on F0MEAN , Ts, and PWMAX = 0. According to

the CPD in BNKR, Korean sensibilities probably recognize a speech as anger when

F0MEAN is high and Ts is a little fast; they probably recognize it as sadness when

F0MEAN is low or high and Ts is a little slow; they probably recognize it as disgust

when F0MEAN is low and Ts is fast; they rarely recognize it as surprise; they probably

recognize it as happiness when F0MEAN is not high and Ts is slow. Figure 4.9 (f) shows

the CPD where P(EMOT |F0MEAN , T s, PWMAX = 0) ≥ 0.4. Figure 4.10 shows the

frequency distribution of Japanese voice samples of sadness, surprise, and happiness

in F0MEAN and Ts when PWMAX = 0. It follows from Figure 4.9 (f) and Figure 4.10

that lots of Japanese sad voices are mis-recognized as happiness because lots of them

range where F0MEAN is low and Ts is slow; lots of Japanese surprised voices or happy

voices are mis-recognized as sadness or happiness because lots of them range where Ts

is slow.

These investigations support the results of cross emotion inference shown in Fig-

ure 4.5 and Figure 4.6.

4.5 Conclusion

We compared sensibility of recognizing emotions of voice in different cultures based

on a Bayesian approach. We modeled the sensibilities of Japanese and Korean by

constructing BN from emotional voice. We used K2 algorithm as a method of BN

construction. We then compared the sensibilities of Japanese and Koreans, by exam-

ining the cross-inference using two BNs with speech in the respective foreign language.

Therefore, the experimental results showed that Japanese and Korean use different

emotion expressions in voice.
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In future work, we will dedicate to the improvement of emotion inference perfor-

mance for native languages and propose the system that recognizes emotion from

voice of different language. Finally, we will aim to develop a support robot for smooth

communication with people who have different culture and language.
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Chapter 5

Conclusion

This paper focused on Bayesian approach as emotion detection method from voice ,

and examined emotion detection on native and foreign language.

In Chapter 1, we described related researches of detecting emotion from voice. Then

we described emotion expression and extraction from voice, necessary for detecting

emotion in the human communication, and communication between people of different

culture background. Then, we described BN that is used for detecting emotion method.

In Chapter 2, we proposed BN method for emotional communication robot that

detects human emotion. The method is BN model using K2 algorithm, that acquires

emotion content from acoustic feature. BN model enabled robots to detect emotions

by using probabilistic inference from incomplete evidence and reasoning under uncer-

tainty. In addition, we confirmed influence of specific acoustic features on detection of

each emotion.

In Chapter 3, we also proposed pairwise classification for detecting emotion method

from human voice. This method is pairwise classification using TAN. Each binary

classifier used subset features that are selected on each pair of emotion. Detecting

emotion is done by the maximum of weighted probability that is posterior probability

of classified emotion from each TAN classifier. In summary, we used a specialized series

of binary classifiers, and therefore, we can acquire more acceptable emotion detection

performance. In addition, we confirmed that our method is relevant to partial open

databases.

In Chapter 4, we compared sensibility of recognizing emotions of speech in different

cultures based on a Bayesian approach. We chose Japan and Korea as two different

cultures, and modeled the sensibilities that Japanese and Koreans have for emotional

voices. We used BN as a method of sensibility modeling. We then compared the

sensibilities of Japanese and Koreans, by examining the cross-inference using two BNs
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with speech in the respective foreign language. From the experiment, we found that

Japanese recognize a lot of Korean voices as expressing anger and Korean recognize

a lot of Japanese voices as expressing sadness. These results partially corresponds to

the national sensibilities of Japanese and Koreans.

Overall, this study proposed detecting emotion method from acoustic features of

voice using Bayesian network model, and compared sensibilities of recognizing emo-

tion between Japanese and Korean using BN model. The conclusions which can be

drawn from this study are these. Firstly, BN is a available method for emotional com-

munication robot that detects human emotion. We confirmed that BN can perform

emotion detection from partial evidence as mentioned in Chapter 2. Secondly, pairwise

classification using a specialized series of BN classifiers has a benefit for multi-class

classification from diverse data. We confirmed that our method proposed in Chap-

ter 3 obtains more accurate detecting emotion result from voice spoken by unspecified

people. Lately, from an examination of Chapter 4, we confirmed possibility of system

development that detects emotion between different cultures.

In future works, we will dedicate to the BN modeling of the verbal and facial infor-

mation for emotion detection, and describe the Bayesian mixture approach: by using a

mixture Bayesian networks of voice, verbal, and facial expression. Then, we will aim to

implement the emotion detection engine in communication robot. Finally, we believe

that this study lays the foundation for future work on the emotional communication

robot.
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Appendix A

Second Phase BN Model in Section 2
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Figure A.1: Second phase BN model of anger and sadness
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Figure A.2: Second phase BN model of anger and disgust
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Figure A.3: Second phase BN model of anger and fear
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Figure A.4: Second phase BN model of anger and surprise
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Figure A.5: Second phase BN model of anger and happiness
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Figure A.6: Second phase BN model of sadness and disgust
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Figure A.7: Second phase BN model of sadness and fear
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Figure A.8: Second phase BN model of sadness and surprise
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Figure A.9: Second phase BN model of sadness and happiness



96 Appendix A

SE

F0S

F0MEAN

F0MAX

F0MIN

PWS

PWMEAN

PWMAX

PWMIN

Tm EMOT

Figure A.10: Second phase BN model of disgust and fear
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Figure A.11: Second phase BN model of disgust and surprise
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Figure A.12: Second phase BN model of disgust and happiness
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Figure A.13: Second phase BN model of fear and surprise
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Figure A.14: Second phase BN model of fear and happiness
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Figure A.15: Second phase BN model of surprise and happiness
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