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The topics of automatic speech recognition (ASR) has been active areas of research
focus. Hidden Markov models (HMMs) are one of widely used statistical models for
| representing time series by well-defined algorithms. They have successfully been
applied to acoustic modeling in speech recognition when training data can be
‘sufficiently available. However, it is difficult to obtain a large number of clean training
data (e.g., clean voice data, correct text, and correct time alignment). Recently, although
I can easily obtain large and many databases from the Internet, the databases contain
noises or miss’ transcriptions and the qualigy are low. Thus, acoustic modeling
technique without considering a quality of given data is important for improving speech |
| recognition performance. In this paper, frameworks of i anrovmg acoustic modeling
| were proposed for HMM-based speech recognition.

First, I propose a simultaneously optimization of model structure and model
parameters. In the use of context-dependent models, decision-tree-based context
clustering is applied to find an appropriate parameter tying structure. However, context
-clustering is usually performed on the basis of unreliable statistics of hidden Markov
model (HMM) state sequences because the estimation of reliable state sequences
| requires an appropriate model structures, that cannot be obtained prior to context
| clustering. Therefore, context clustering and the" estimation of state sequences
essentially cannot be performed independently. To overcome this problem, I propose
'an optumzatlon technique of state sequences based on an annealing process using
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multiple decision trees. In this technique, a new likelihood function is defined in order
to treat multiple model structures, and the deterministic annealing expectation
maximization (DAEM) algorithm is used as the training algorithm. Speech recognition
experiments show that the proposed method achieved a higher. performance than the
conventional methods.

Next, training criterion has been focused. The maximum likelihood .(ML) criterion
has usually been used for training statistical models for HMM-based speech recognition
systems. However, since the MIJ criterion produces a point estimate of model
parameters, the estimation accuracy may degrade when little training data is available.
The Bayesian method is a statistical technique for estimating reliable predictive
distributions by marginalizing model parameters, and it can accurately estimate

| observation distributions even if the amount of training data is small. However, the
;1bcal- maxima problem in the Bayesian method is more serious than in the ML-based
1 dpproach, because the Bayesian method treats not only state sequences but also model
| parameters as latent variables. The deterministic annealing EM (DAEM) algorithm
has been proposed to improve the local maxima problem in the EM algorlthm, and its
effectiveness has been reported in HMM:-based speech recognition using ML criteriom.
In this paper, the DAEM algorithm is applied to Bayes1an speech recognition to relax
the local maxima problem. ‘

In speech recognition based on generative models, there are many efforts to find
appropriate model structures to predict observation vector sequences (e.g.,
multi-mixture models, clustering techniques and more complicated models). Even
though a better prediction obtained by these methods leads to improve recogmtmn
performance, they still aim to find only one model structure. However, in most practical
cases, it is insufficient to represent a true model distribution using only “one" model
structure, because a fannly of such models usually does not include a true distribution.
Therefore, it is necessary to increase model complexity efficiently without inaccurate
estimation cased by the over-fitting problem. Thus, I focuses on model structure
integration based on the Bayesian framework. In the previous work, I proposed the
marginalization of model parameters based on the Bayesian framework. Next, the
model structures should be marginalized. Therefore, 1 proposed a new likelihood
function for using multiple model structures. Since the proposed framework is regard:
model structures as a latent variables, the local maxima problem is caused. The basic
idea of the Bayesian approach is to treat all parameters as random variables.
Therefore, I proposed a novel framework of using multiple model structures based on
the Bayesian framework. The conventional VB method sometimes suffers from the
local maxima problem, because the conventional VB method treats not only state
sequences but also model parameters as latent variables, that makes the estimation
problem complicated. To overcome this problem, I have proposed the training algorithm
applying the deterministic annealing framework to the Bayesian speech recognition,
and reported the effectiveness for the local maxima problem. Since the proposed |
technique also treats the multiple model structures as a latent variable, the local |
maxima problem is more serious than in the conventional VB method. Therefore, the
'DAEM algorithm is applied to the proposed technique as a training algorithm. The
proposed method can consistently perform model estimation and model selection based
on the VB method.
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