DOCTORAL DISSERTATION

STATISTICAL MODELS
BASED ON MULTIPLE MODEL STRUCTURES
FOR SPEECH RECOGNITION

DOCTOR OF ENGINEERING

JANUARY 2012

Sayaka SHIOTA

Supervisor: Dr. Keiichi TOKUDA

Department of Scientific and Engineering Simulation
Nagoya Institute of Technology






Abstract

The topics of automatic speech recognition (ASR) has been active areas of research fo-
cus. Hidden Markov models (HMMs) are one of widely used statistical models for rep-
resenting time series by well-defined algorithms. They have successfully been applied to
acoustic modeling in speech recognition when training data can be sufficiently available.
Recently, although I can easily obtain large and many databases from the Internet, the
databases contain noises or miss transcriptions and the quality are low. Thus, acoustic
modeling technique without considering a quality of given data is important for improv-
ing speech recognition performance. In this paper, frameworks of improving acoustic
modeling were proposed for HMM-based speech recognition.

First, I propose a simultaneously optimization of model structure and model parameters.
In the use of context-dependent models, decision-tree-based context clustering is applied
to find an appropriate parameter tying structure. However, context clustering is usually
performed on the basis of unreliable statistics of hidden Markov model (HMM) state se-
quences because the estimation of reliable state sequences requires an appropriate model
structures, that cannot be obtained prior to context clustering. Therefore, context cluster-
ing and the estimation of state sequences essentially cannot be performed independently.
To overcome this problem, I propose an optimization technique of state sequences based
on an annealing process using multiple decision trees. In this technique, a new likelihood
function is defined in order to treat multiple model structures, and the deterministic an-
nealing expectation maximization (DAEM) algorithm is used as the training algorithm.
Speech recognition experiments show that the proposed method achieved a higher perfor-
mance than the conventional methods.

Next, training criterion has been focused. The maximum likelihood (ML) criterion has
usually been used for training statistical models for HMM-based speech recognition sys-
tems. However, since the ML criterion produces a point estimate of model parame-
ters, the estimation accuracy may degrade when little training data is available. The
Bayesian method is a statistical technique for estimating reliable predictive distributions
by marginalizing model parameters, and it can accurately estimate observation distribu-



tions even if the amount of training data is small. However, the local maxima problem
in the Bayesian method is more serious than in the ML-based approach, because the
Bayesian method treats not only state sequences but also model parameters as latent vari-
ables. The deterministic annealing EM (DAEM) algorithm has been proposed to improve
the local maxima problem in the EM algorithm, and its effectiveness has been reported in
HMM-based speech recognition using ML criterion. In this paper, the DAEM algorithm
is applied to Bayesian speech recognition to relax the local maxima problem.

In speech recognition based on generative models, there are many efforts to find appropri-
ate model structures to predict observation vector sequences (e.g., multi-mixture models,
clustering techniques and more complicated models). Even though a better prediction ob-
tained by these methods leads to improve recognition performance, they still aim to find
only one model structure. However, in most practical cases, it is insufficient to represent a
true model distribution using only “one” model structure, because a family of such models
usually does not include a true distribution. Therefore, it is necessary to increase model
complexity efficiently without inaccurate estimation cased by the over-fitting problem.
Thus, I focuses on model structure integration based on the Bayesian framework. In the
previous work, I proposed the marginalization of model parameters based on the Bayesian
framework. Next, the model structures should be marginalized. Therefore, 1 proposed a
new likelihood function for using multiple model structures. Since the proposed frame-
work is regard model structures as a latent variables, the local maxima problem is caused.
to The basic idea of the Bayesian approach is to treat all parameters as random variables.
Therefore, I proposed a novel framework of using multiple model structures based on
the Bayesian framework. The conventional VB method sometimes suffers from the local
maxima problem, because the conventional VB method treats not only state sequences
but also model parameters as latent variables, that makes the estimation problem com-
plicated. To overcome this problem, I have proposed the training algorithm applying the
deterministic annealing framework to the Bayesian speech recognition, and reported the
effectiveness for the local maxima problem. Since the proposed technique also treats the
multiple model structures as a latent variable, the local maxima problem is more seri-
ous than in the conventional VB method. Therefore, the DAEM algorithm is applied to
the proposed technique as a training algorithm. The proposed method can consistently
perform model estimation and model selection based on the VB method.

Keywords: Speech recognition, Hidden Markov Model, Deterministic Annealing, Local
Maxima problem, Multiple Model Structures, Training Algorithm, Bayesian approach
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Chapter 1

Introduction

Speech is the most important ways for human communication, and a number of research
topic for human-machine communication have been proposed. Automatic speech recog-
nition (ASR) and text-to-speech synthesis (TTS) are fundamental technologies for human-
machine communication. In recent years, they are used in many application such as car
navibation system, information retrieval over the telephone, voice mail, speech-to-speech
translation (S2ST) system, and so on. The goal of ASR and TTS systems is perfect speech
recognition and speech synthesis with natural human voice characteristics.

Most state-of-art speech recognition is based on large amounts of speech data. This type
of approach is generally called corpus-based systems. In these days statistical approaches
based on hidden Markov models (HMMs) have been dominant in ASR [1], due to their
ease of implementation and modeling flexibility. In this approach, the HMMs are used
for modeling sequences of speech spectra. In this paper, improved techniques for acoustic
modeling are proposed for HMM-based speech recognition.

First, I forcused on improvement of training algorithm of speech recognition. For con-
ventional speech recognition system based on statistical models, the maximum likeli-
hood (ML) criterion has usually been used. However, since the ML criterion produces
a point estimate of model parameters, the estimation accuracy may degrade when little
training data is available. The Bayesian approach is a statistical technique for estimat-
ing reliable predictive distributions by marginalizing model parameters, and it can ac-
curately estimate observation distributions even if the amount of training data is small.
However, the calculation becomes complicated due to the combination of latent vari-
ables, i.e., state sequences and model parameters. To solve this problem, the variational
Bayesian (VB) method has been proposed as an effective approximation method of the
Bayesian approach [2] [3], and it shows a good performance in HMM-based speech recog-
nition [4] [5] [6] [7]. Although the Bayesian approach achieves higher performance than
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the ML approach, the local maxima problem in the Bayesian method is more serious than
in the ML-based approach, because the Bayesian method treats not only state sequences
but also model parameters as latent variables. The combination of many latent variables
makes the likelihood function complicated. Therefore, the optimization algorithm is im-
portant for the Bayesian approach. Furthermore, the VB method assumes the indepen-
dence between the posterior distributions of state sequences and model parameters, and
these factorized distributions are iteratively updated. This means that the VB method re-
quires reliable initial posterior distributions. To overcome this problem, some approaches
have been reported [8] [9], and I have also been reported the training algorithm applying
the deterministic annealing EM (DAEM) algorithm [10] to the the effectiveness for the
local maxima problem for speech recognition system [11].

Next, a framework of using multiple model structure is proposed. In conventional speech
recognition based on generative models, there are many efforts to find appropriate model
structures to predict observation vector sequences (e.g., multi-mixture models, cluster-
ing techniques and more complicated models). Even though a better prediction obtained
by these methods leads to improve recognition performance, they still aim to find only
one model structure. However, in most practical cases, it is insufficient to represent a
true model distribution using only “one” model structure, because a family of such mod-
els usually does not include a true distribution. Therefore, it is necessary to increase
model complexity efficiently without inaccurate estimation cased by the over-fitting prob-
lem. Recently, to overcome this problem, some approaches were reported using multiple
model structures (e.g., random forest [12] and ROVER [13]). Although various integra-
tion techniques and criteria can be considered, I focuses on model structure integration
based on the Bayesian framework in acoustic modeling. The proposed method can con-
sistently perform model estimation and model selection based on the VB method. The
conventional VB method sometimes suffers from the local maxima problem, because
the conventional VB method treats not only state sequences but also model parameters
as latent variables, that makes the estimation problem complicated. To overcome this
problem, I have proposed the training algorithm applying the deterministic annealing EM
(DAEM) algorithm [10] to the Bayesian speech recognition, and reported the effective-
ness for the local maxima problem [11]. Since the proposed technique also treats the
multiple model structures as a latent variable, the local maxima problem is more serious
than in the conventional VB method. Therefore, the DAEM algorithm is applied to the
proposed technique as a training algorithm.



Chapter 2

Hidden Markov Models

Recently, hidden Markov models (HMMs) are widely used as statistical models for speech
recognition. The advantages of using the HMM are that i) it can represent speech as
probability distributions, ii) it is robust, iii) efficient algorithms for estimating its model
parameters are provided. Parameter estimation and calculation of output probability dis-
tributions are described in this chapter.

2.1 Definition of HMM

An HMM [14-16] is a finite state machine which generates a sequence of discrete time
observations. At each frame it changes states according to its state transition probability
distributions, and then generates an observation at time ¢, O, according to its output
probability distribution of the current state. Therefore, the HMM is a doubly stochastic
random process model.

N

An N-state HMM consist of state transition probability distributions {aij}ij:p output

probability distributions {b; (Ot)}j.vzl, and initial state probability distributions {r;} .,
For convenience, the compact notation is used to indicate the parameter set of the model

A as follows:

A= Haidiy s {6 O3 {mdis, (2.1

Figure 2.1 shows examples of the HMM structure. Figure 2.1(a) shows a 3-state ergodic
model, in which every state of the model could be reached from every state of the model
in a single step, and Figure 2.1(b) shows a 3-state left-to-right model, in which the state
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Figure 2.1: Examples of HMM structure.

index increases or stays the same state as time increases. The left-to-right HMMs are
generally used to model speech parameter sequences, since they can appropriately model
signals.

The output probability distributions {b; ()}j\/:1 can be discrete or continuous depending
on the observations. In continuous distribution HMM (CD-HMM), each output probabil-
ity distribution is usually modeled by a mixture of multivariate Gaussian components [17]
as follows:

M
b; (O1) = W - N (O | Pjm, Tjm) . (22)
m=1

where M, wjy,, Wjm, and o}, are the number of Gaussian components, the mixture
weight, mean vector, and covariance matrix of the m-th Gaussian component of the j-
th state, respectively. Each Gaussian component is defined by

o 1 1 T -1
N (O | Hjms Ojm ) = m exp {—5 (O — mjm) Oim (O — ij)} 5
(2.3)

where symbol T means transpose of vector or matrix, and K is the dimensionality of an
observation vector O,. For each state, {wjm}i\f:l should satisfy the stochastic constraint
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D wm=1 1<j<N (24)
m=1
1<j3<N
win 20, 20 T (2.5)

so that {b; ()};V:1 are properly normalized, i.e.,

RK

2.2 Calculation of output probability

2.2.1 Total output probability of an observation vector sequence

When a state sequence is determined, a joint probability of an observation vector sequence
O = {0,,0,,...,07} and a state sequence ¢ = {q1, 2, - - -, g} is calculated by mul-
tiplying the state transition probabilities and state output probabilities for each state, that
18,

p(O.q|A) Ha% 100, (Or) 2.7

where a,,,, denotes 7, . The total output probability of the observation vector sequence
from the HMM is calculated by marginalizing Eq. (2.7) over all possible state sequences,

p(O[A) ZH“% 1atbg (O) - (2.8)

all g t=1

The order of 27" - N7 calculation is required, since at every t = 1,2,...,7T there are
N possible states that can be reached (i.e., there are N7 possible state sequences). This
calculation is computationally infeasible, even for small values of N and 7'; e.g., for
N = 5 (states), T = 100 (observations), there are on the order of 2 - 100 - 5'%° ~ 107
computations. Fortunately, there is an efficient algorithm to calculate Eq. (2.8) using
forward and backward procedures.



2.2.2 Forward-Backward algorithm

The forward-backward algorithm is generally used to calcurate p (O | A), which is the
probability of the observation sequence O given the model A. If I directly calculate
p (O | A), it requires on the order of 27" - N7 calculation. The detail of the forward-
backward algorithm is described in the following part.

The probability of a partial observation vector sequence from time 1 to ¢ and the i-th state
at time ¢, given the HMM A is defined as

Oét@) :p<01702770t7qt:7’ | A) (29)

oy (i) is calculated recursively as follows:

1. Initialization

2. Recursion

N
. . 1<7<N
() = [Z at—l(Z)aij] b; (Oy), ’ :_éj - T (2.11)
i=1 AR
3. Termination N
p(O[A) =) ar(i). (2.12)
i=1

As the same way as the forward algorithm, backward variables (3;(i) are defined as

ﬁt(l) :p<0t+170t+27"'a0T | St :iyA)7 (213)

that is, the probability of a partial vector observation sequence from time ¢ to 7', given the
i-th state at time ¢ and the HMM A. The backward variables can also be calculated in a
recursive manner as follows:

1. Initialization
Br(i)=1, 1<i<N (2.14)

2. Recursion

G0 =Y agh ) Bunl), =157 @19

j=1
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Figure 2.2: Implementation of the computation using forward-backward algorithm in
terms of a trellis of observations and states.

3. Termination
N

p(O[A) = Bi(i). (2.16)

=1

The forward and backward variables can be used to compute the total output probability
as follows:

N
P(OA) =) a()B(j). 1<t<T (2.17)
j=1

The forward-backward algorithm is based on the trellis structure shown in Figure 2.2. In
this figure, the x-axis and y-axis represent observations and states of an HMM, respec-
tively. On the trellis, all possible state sequences will re-merge into these /N nodes no
matter how long the observation sequence. In the case of the forward algorithm, at time
t = 1, I need to calculate values of a; (i), 1 < i < N. Attimest¢ = 2,3,...,7T, I need
only calculate values of «;(j), 1 < j < N, where each calculation involves only the N
previous values of «;_1 (i) because each of the NV grid points can be reached from only
the IV grid points at the previous time slot. As a result, the forward-backward algorithm
can reduce order of probability calculation.



2.3 Searching optimal state sequence

The single optimal state sequence ¢ = {qi, o, -, Gr} for a given observation vector
sequence O = {01, O,,...,Or} is useful for various applications (e.g., decoding, ini-
tializing HMM parameters). By using a manner similar to the forward algorithm, which
is often referred to as the Viterbi algorithm [18], I can obtain the optimal state sequence
g. Let d; (i) be the likelihood of the most likely state sequence ending in the i-th state at
time ¢

0:(1) = max p(q,...,¢-1,¢=101,...,0; [ 7A), (2.18)

q1y---s qt—1

and v, (1) be the array to keep track. The complete procedure for finding the optimal state
sequence can be written as follows:

1. Initialization

8y (i) = mb; (O1), 1<i<N (2.19)
Yy (i) =0, 1<i<N (2.20)
2. Recursion
60 () = max 61 (1) ai ] b (O) as s e
e (7) = argmax [, (i) ayg] z :S éé, N T (2.22)
3. Termination
P = max [or (i)] (2.23)
gr = arg max o7 (4)] (2.24)
4. Back tracking
G =1 (¢1), t=T—-1,...,1. (2.25)
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It should be noted that the Viterbi algorithm is similar to the forward calculation of
Egs. (2.10)—(2.12). The major difference is the maximization in Eq. (2.21) over previ-
ous states, which is used in place of the summation in Eq. (2.11). It also should be clear
that a trellis structure efficiently implements the computation of the Viterbi procedure.

2.4 Maximum likelihood estimation of HMM parameters

There is no known method to analytically obtain the model parameter set based on the
maximum likelihood (ML) criterion to obtain A which maximizes its likelihood p (O | A)
for a given observation sequence O, in a closed form. Since this problem is a high dimen-
sional nonlinear optimization problem, and there will be a number of local maxima, it is
difficult to obtain A which globally maximizes p (O | A). However, the model parameter
set A locally maximizes p (O | A) can be obtained using an iterative procedure such as
the expectation-maximization (EM) algorithm [19], and the obtained parameter set will
be appropriately estimated if a good initial estimate is provided.

In the following, the EM algorithm for the CD-HMM is described. The algorithm for the
HMM with discrete output distributions can also be derived in a straightforward manner.

2.4.1 O-function

In the EM algorithm, an auxiliary function Q(A, A) of the current parameter set A and the
new parameter set A is defined as follows:

Q(A,A) => p(q| O,A)logp(O,q | A). (2.26)

all g

Each mixture of Gaussian components is decomposed into a substate, and g is redefined
as a substate sequence,

q={(q1,51),(q2,92),...,(qr,57)}, (2.27)

where (g, s;) represents being in the s;-th substate (Gaussian component) of the ¢;-th
state at time ¢.

At each iteration of the procedure, the current parameter set A is replaced by the new
parameter set A which maximizes Q(A, A). This iterative procedure can be proved to
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increase likelihood p (O | A) monotonically and converge to a certain critical point, since
it can be proved that the O-function satisfies the following theorems:

e Theorem 1

QA A) > QA A) = p(O | A) >p(O | A) (2.28)

e Theorem 2
The auxiliary function Q(A, A) has the unique global maximum as a function of A,
and this maximum is the one and only critical point.

e Theorem 3
A parameter set A is a critical point of the likelihood p(O | A) if and only if it is a
critical point of the Q-function.

2.4.2 Maximization of O-function

According to Egs. (2.2) and (2.7), logp (O, g | A) can be written as

logp(O,q | A) =logp(O | q,A)+1logP(q|A), (2.29)
T
logp (O | g, A) =Y 10gN (O | pgys,, Tyrs,) . (2.30)
t=1
T T
log P(q | A) =logm, + Zlog Qg 1q0 T Zlog We, s, - (2.31)

t=2 t=1

Hence, Q-function (Eq. (2.26)) can be rewritten as

N

N M T
+ZZZP(O>% =1i,8 =m|A)-logwiy,
N M T
+> 3> p(O.q=ise=m|A) - logN (O | prim, o) - (2.32)
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The parameter set A which maximizes the above equation subject to the stochastic con-

straints

can be derived by Lagrange multipliers or differential calculus as follows [20]:

T, =

aij =

Wim =

MHim =

Oim =

71(7), 1<i<N
T
th—l(iaj)
t=2 1<i<N
T ’ 1 ] s N
Z%,l(i)
t=2
T
Z,Yt(zvm)
t=1 1<i1 <N
T ’ 1<m<M
> i)
t=1
T
Z’Yt(zvm) 'Ot
=1 1<i<N
T ’ 1<m<M
Z%(Zam)
t=1
T
D (im) - (O = i) (O — i) "
t=1 1<+ <N
T 1<m <M

Z 715(7;7 m)

(2.33)

(2.34)

(2.35)

(2.36)

(2.37)

(2.38)

(2.39)

(2.40)

where (i), (7, m), and & (7, j) are the probability of being in the j-th state at time ¢,
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the probability of being in the m-th substate of the ¢-th state at time ¢, and the probability
of being in the i-th state at time ¢ and j-th state at time ¢ + 1, respectively, that is

Y (1) =p(O0,q =1i|A)
o (1)B(4) 1<i<N

= —i ) t=1,....T (2.41)
o
Y (i,m) =p(O,q =i,8, =m | A)
o 1<i<N
- O‘t(z)ﬁ(z) L im ANCAVT Y R (2.42)
ZOét @ szk-/v Ot |,uzk,0'zk) b=1...T
ft(iJ) :p(qut =1,qy1 =] ’ A)
Oét( )aijbj (Ors1) Beva(4) 1<i<N
N ' t=1,...,T (2.43)
> Z a;(l)aimby (O111) By (n)
=1 n=1

2.5 Summary

In this chapter, the basic theories of the hidden Markov models (HMMs), its algorithm
for calculating the output probability (forward-backward algorithm), searching the opti-
mal state sequence (Viterbi algorithm), and estimating its parameters (EM algorithm) are
described. Following chapters show the HMMs for acoustic modeling in speech recogni-
tion.
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Chapter 3

HMM-based speech recognition

Most of the current speech recognition systems uses HMMs as its acoustic model. In
this chapter, statistical speech recognition framework based on the HMM is described.
General speech recognition systems may be divided into five basic blocks: the front-
end, acoustic models, language models, lexicon and search algorithm. These blocks are
introduced in more detail in the following sections.

3.1 Statistical speech recognition

The goal of large vocabulary continuous speech recognition (LVCSR) systems is to take
an acoustic waveform as its input and generate a transcription of the words being uttered.
First, the speech waveform is recorded and sampled by a digital device. Next, processor
converts the sampled waveform into an observation vector sequence O = {Oy,...,Or}
by removing redundant or unimportant informations such as noises. There is a larage
amount of variability in observation vector sequences even if the same words were ut-
tered by the same speaker. Therefore, a statistical approach is adopted to map the ob-
servation vector sequence into the most likely word sequence. The speech recognition
system usually choose the word sequence, w = {wy, ..., w }, with the maximum a pos-
teriori (MAP) probability given the observation sequence as follows:

w = argmax P (w | O) (3.1)

Recently, discriminative models such as maximum entropy Markov models (MEMMs)
[21] or conditional random fields (CRFs) [22] have been applied for modeling P (w | O)
directly [23,24]. However, applying the discriminative models for LVCSR is still difficult
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due to variabilities of the observation vector sequences and the vast number of possible
word sequences. Therefore, most of the current speech recognition systems uses gener-
ative models rather than the discriminative ones. By using Bayes’ rule, Eq. (3.1) can be
written as

O|w)P (w)
p(0) '

Pw|0) =" (3.2)

Since p (O) is independent of the word sequence w, the MAP decoding rule of Eq. (3.1)
is

w = argmax p (0 | w) P (w). (3.3)

A general statistical speech recognition system may be described by the formulation in
Eq. (3.3). The system consists of five main blocks: the front-end, acoustic models, lan-
guage models, pronunciation lexicon and search algorithm.

The first term in Eq. (3.3), p (O | w), corresponds to the acoustic model, as it estimates
the probability of an observation vector sequence O, conditioned on the word sequence w.
For large vocabulary continuous speech recognition, the way of p (O | w) computation
is to build statistical models for sub-word speech units, build up word models from these
sub-word speech units using a pronunciation lexicon, and then postulate word sequences
and evaluate the acoustic model probabilities of concatenated word models. It is possible
to use any kind of models for p (O | w). Currently, context-dependent sub-word HMMs
are used for most of speech recognition systems as its acoustic model.

The second term in Eq. (3.3), P (w), corresponds to the language model, as it describes
the probability associated with a postulated sequence of words. Generally language mod-
els are represented in a finite state network so as to be integrated into the acoustic model
in a straightforward manner.

The final block, the search algorithm, implements the maximization in Eq. (3.3).

3.2 Front-ends

Comparing the sampled acoustic waveforms is difficult due to varying speaker and acous-
tic characteristics. However, the spectral shape of the speech signal have most of the
important information [25]. Front-end of speech recognition systems generate observa-
tion vector sequences which represent the short-term spectrum of the speech signal. There
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are many techniques for parameterizing speech spectra, i.e., linear prediction coefficients
(LPC) [26,27], line spectral pair (LSP), cepstrum [28], mel-cepstrum [29], and so on. Mel
filterbank cepstral coefficients (MFCC) [30] or perceptual linear prediction (PLP) [31] is
generally used in most of the current speech recognition systems. In all cases the speech
signal is assumed to be quasi-stationary so that it can be decided into short frames.In each
frame period a new parameterized short-time spectra vector is produced by analyzing a
speech segment. In a final step, delta and delta-delta coefficients are appended to the
acoustic vector [32—-35]. The delta and delta-delta coefficients are usually calculated as
regression coefficients from their neighboring static features as follows:

M L®
T +
Ac; = Z w(l)(T)Cter A’ey = Z w(2)(7)ct+n (3.4)
‘r:fL(_l) T:*L(—Q)

where c;, Ac,, and A%¢, are static, delta, and delta-delta coefficients at time ¢, respec-

tively, and {w(d)(T)} 412 e @ Are regression window coefficients to calculate

the d-th order dynamic feature. As a result, the observation vector at time ¢, O;, consists
of static and dynamic features as

-

O, = [c],Ac/ N%¢]] . (3.5)

3.3 HMM-based acoustic modeling

The HMMs are used to provide the estimates of p (O | w) in the speech recognition sys-
tems. For isolated word recognition with sufficient training data, an HMM can be trained
for each word. However, for LVCSR tasks, it is unlikely that there are enough training
examples of each word in the dictionary. Therefore, sub-word units such as phone or syl-
lable is used. An HMM is generally trained for each phone. The HMMs corresponding
to the phone sequence may then be concatenated to form a composite model representing
words and sentences.

When the HMMs are trained for the set of phones, it is referred to as a monophone or
context-independent system. However, there is a large amount of variation between real-
izations of the same phone depending on the previous and next phones. Triphones which
take the previous and next phones into account are commonly used as context-dependent
phones. The number of states and model parameters of a triphone system is significantly
higher than a monophone system. However, it is unlikely that sufficient training data is
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Figure 3.1: Example of a phonetic decision tree for triphone models.

available for parameter estimation. To avoid this problem, the state output probability
distributions are generally shared.

A phonetic decision tree [36-38] is generally used to construct state tying structure in
context-dependent systems (Figure 3.1). First, all phones are pooled in the root node.
Next, the state clusters are split based on contextual questions. When the number of
training data per state falls below a threshold, the splitting will terminate. A disadvantage

of decision tree-based state clustering is that the splits maximize the likelihood of the
training data locally [39,40].
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3.4 Word N-gram-based language modeling

The language model provides P (w) in the speech recognition systems. Using chain rule,
this can be expressed as

P(w) =[P |w_,... w). (3.6)

=1

To reduce the number of parameters, different histories can be divided into equivalence
class using a function h (w;_1,...,w;). In general, equivalence classes are defined by
truncating the history to N — 1 words. These word N-gram language models are defined
as

L
P(w) =[P (w|w-, ... w_n:). (3.7)

=1

Standard values are N = 2, 3 which are called bi-gram or tri-gram models, respectively.
The N-grams are estimated by counting relative frequencies from text corpus. For a vo-
cabulary of V' words, there are still V¥ N-gram models. Word sequences can be assigned
a zero probability for given a finite training data. Many smoothing technique such as
discounting, backing off, and deleted interpolation have been proposed [41].

In the speech recognition systems, there is often a mismatch between the acoustic and
language model. Dynamic ranges is different between the discrete probability, P (w),
estimated from a text corpus and the acoustic likelihood, p (O | w), obtained from high
dimensional observation densities. For this mismatch, the language model probability is
generally increased by a constant called the grammar scale factor. The speech recognition
system also tend to output short words result in many insertion errors. To compensate this
problem, an insertion penalty which reduce the total score p (O | w) P (w) depending
on the number of hypothesized words in the sequence is generally used. By taking these
modifications into account in Eq. (3.3), a practical speech recognition system uses

w = arg max [1og {p(O]w)}+alog{P(w)+ BL}] (3.8)

where «, 3, and L are the grammar scale factor, the insertion penalty, and the total number
of words, respectively. The o and /3 are empirically set.
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3.5 Pronunciation lexicon

Each word is defined by a pronunciation obtained from a dictionary. The word HMM is
the concatenation of the relevant sequence of sub-word HMMs. The lexicon is stored as a
tree for computational efficiency. A tree-based lexicon have been used in various speech
recognition system. Tree-based lexicon allows pronunciations with similar heads to share
memory when being evaluated. Therefore, different pronunciations of the same word are
stored as separate lexical items. The disadvantage of using the tree-based lexicon is that
it is not an efficient approach to represent multiple pronunciations of the same word.

3.6 Search algorithms

To determine the word sequene yielding maximum combined probability from the acous-
tic and language model, the following problems must be resolved.

1. The number of words in given utterance is unknown.

2. Word boundaries in given utterance are also unknown.

3. The word boundaries are often fuzzy.

4. For a set of V' word-reference patterns and L words in the utterance, there are V' L

possible combinations of composite matching patterns.

To solve these problems, efficient search algorithm have been proposed. Most of these
algorithms can categorized into two basic classes: Viterbi decoding [42] and stack decod-
ing [43].

3.7 Summary

In this chapter, the statistical speech recognition framework and its main modules, front-
ends, acoustic modeling, language modeling, and search algorithm, are described. Fol-
lowing chapter show the HMMs for acoustic modeling in speech synthesis.
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Chapter 4

Speech recognition based on statistical
models including multiple phonetic
decision trees

To optimize state sequences, the EM and DAEM algorithms require a parameter tying
structure. However, the parameter tying structure is usually constructed from unreliable
model parameters, because an appropriate model structure has not yet been constructed
for estimating model parameters. This means that the estimation of state sequences and
the construction of model structures depend on each other. Hence, they should be opti-
mized simultaneously. However, the exact solution of this optimization is computationally
intractable. Consequently, I reformulate this optimization problem as a maximization of
a newly defined likelihood function that includes multiple model structures.

4.1 Deterministic annealing EM algorithm in parameter
estimation

4.1.1 EM algorithm

The objective of the EM algorithm is to estimate a set of model parameters that maximizes
the incomplete log-likelihood function:

L(A)=log)» P(o,q|N), (4.1)
q
where 0 = (01, 02,...,07) and ¢ = (q1,¢2, - .., qr) are the observation and state se-

quences, respectively, and A denotes a set of model parameters. The EM algorithm itera-
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tively maximizes the auxiliary function, the Q-function:

QA AN)=> P(q|o,A)logPo,q | A), (4.2)
q

where P(q | o, A) is the posterior probability of q. It can be obtained by applying the

Bayes rule as follows:
Plo,q | A
Plq|o.A) = 122N (4.3)
> P(o,q|A)
q

The EM algorithm starts with an initial model parameter A(”), and iterates between the
following two steps.

E step: compute Q(A, A®)

M step: AFT) = arg max Q(A, AP
Here, k denotes the iteration number. This procedure is repeated until the convergence of
the likelihood. However, since the EM algorithm is a hill-climbing approach, it sometimes
suffers from the local maxima problem.

4.1.2 Deterministic annealing EM algorithm

In the DAEM algorithm [10], the problem of maximizing the log-likelihood function is
reformulated as the problem of minimizing the following free energy function:

=—> f(glo.A)logP(o.q|A)

1

g
where /[x] denotes the entropy of = and 1/ is called “temperature.” If § = 1, the
negative free energy —F3(A) becomes equal to the log-likelihood function £ (A). In
the deterministic annealing approach, the new posterior distribution f is derived so as to
minimize the free energy under the constraint of » a f = 1. To solve this problem, we
can use the elementary calculus of variations to take functional derivatives of Eq. (4.4)
with respect to f, and the optimal distribution can be derived as

P’(0,q | A)

A) = . 4.5
flglo,A) S Plo.q | A) (4.5)
q
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In the DAEM algorithm, the temperature parameter (3 is gradually increased while iter-
ating the EM-steps at each temperature. The procedure of the DAEM algorithm is as
follows:

1. Give an initial model, and set 5 = 3.
2. Tterate EM-steps with (3 fixed until F3(A) converged:

(E step) compute
(M step) A*+Y) = argmaxy I[f(q | 0, \)].

3. Increase (3.

4. If B > 1, stop the procedure. Otherwise go to step 2.

When 1/4 is set to the initial temperature 3(°) ~ 0, the EM-steps may achieve a single
global minimum of Fz(A). At the initial temperature, the posterior distribution f takes
a form of nearly uniform distribution. While the temperature is decreasing, the form of
f changes from uniform to the original posterior distribution. Finally, at the temperature
1/6 = 1, the DAEM algorithm is identical to the original EM algorithm. Similarly to the
EM algorithm, the DAEM algorithm is also guaranteed to coverge at a fixed temperature
by decreasing Fz(A).

4.1.3 Optimization of state sequences

In the HMM case, the DAEM posterior distribution f can be calculated by the forward-
backward algorithm. The numerator of the posterior distribution in Eq. (4.5) is written
as

PP(o,q | \)=P’(o] q,A)P’(q| A)

T T
=[P a. M) T] PP(qe | a1, M), (4.6)
t=1 t=1

where P(o; | ¢, A) and P(q; | ¢;—1, /) indicate state output and transition probabilities,
respectively. It can be observed that Eq. (4.6) has the same form as the likelihood function
of HMMs. Therefore, the expectations with respect to the DAEM posterior distribution f
can be calculated by replacing the state output and transition probabilities with P%(o, |
¢, \) and P%(q; | q.—1, M), respectively.

21



4.2 Speech recognition based on multiple phonetic deci-
sion trees

To optimize state sequences, the EM and DAEM algorithms require a parameter tying
structure. However, the parameter tying structure is usually constructed from unreliable
model parameters, because an appropriate model structure has not yet been constructed
for estimating model parameters. This means that the estimation of state sequences and
the construction of model structures depend on each other. Hence, they should be opti-
mized simultaneously. However, the exact solution of this optimization is computationally
intractable. Consequently, we reformulate this optimization problem as a maximization
of a newly defined likelihood function that includes multiple model structures.

4.2.1 Acoustic modeling based on model structure annealing

To derive the algorithm of model structure annealing, we define a new likelihood function
that includes parameter tying structures as a hidden variable as follows:

P(o|A)=> "> Plo,q.m|N), 4.7)

P(o,q,m | A) = P(m)P(q | A)P(o|q,m,\), (4.8)

where m € {1,..., M} are indexes of parameter tying structures and A € {Aq,..., Ay}
denotes a set of model parameters. We assume each parameter tying structure is repre-
sented by a phonetic decision tree. In the EM algorithm, the ML estimation of the model
parameters is obtained using the posterior distribution of hidden variables estimated in
the E-step. Therefore, the ML solution for the newly defined model is regarded as the
simultaneous optimization of state sequences and a parameter tying structure. The free
energy function including the multiple decision trees for the DAEM algorithm also can
be written as

1
Fa(A) = -3 log) > P%o,q.m|N). (4.9)
q m

However, estimating the DAEM posterior distribution f(q,m | o, A) is intractable owing
to the combination of hidden variables. To solve this problem, we apply the variational
EM algorithm [44]. The objective of the algorithm is to minimize the upper bound of the
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free energy function. The upper bound of the free energy function Fj(A) is defined as

) =~ 106 3 0t m) = G2

o,q,m| A
< - }:E:Qq, ) log &%;mJ:

= fﬁ(A)7 (4.10)

where (g, m) is an arbitrary distribution. The upper bound F3(A) can be transformed
as follows:

Fs(A) = %KL(Q | f) —log P(o | A) + const, 4.11)
where K L(||) denotes the Kullback-Leibler (KL) divergence. The above equation shows
that minimizing F3(A) with respect to Q(g,m) is equivalent to minimizing the KL-
divergence between () and f. If there is no constraint with distribution (), minimizing
F5(A) results in f = (). Assuming a constraint to reduce the complexity, the distribution
@ that minimizes F53(A) becomes an approximate distribution of f. Hence, we assume
the following constraint:

Q(g,m) = Q(q)Q(m), (4.12)

where >° Q(g) =1and >, Q(m) = 1. Using these factorized distributions, the upper
bound Fj(A) can be rewritten as

ZZQ m)log P(o,q,m | A)

1 1

~ 5l 1Qle)] = Q). (4.13)

It can be seen that the temperature parameter (3 changes the ratio between the value of the
Q-function and the entropy of hidden variables in F3(A). Extending this interpretation,
we can control the annealing process of decision trees and state sequences individually.
By introducing 3, and 3,,, F5(A) is rewritten as

2:2:@ m)log P(0,q,m | A)

1

- ﬁ_qI[Q( q)| - ﬁ_mI[Q( m)]. (4.14)

The optimal variational posterior distributions )(q) and )(m) are derived by minimizing
F5(A). This functional optimization can be solved by the variational method, and the
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following formulae are obtained:

Qla) o< PP(q | A)exp(log P (0 [ q.m.A)) (4.15)

Q(m) o< PP (m) exp<log PP (o | q,m,A)>Q(q), (4.16)

where (-)¢(.) denotes the expectation with respect to the distribution ()(-). Since Egs.
(4.15) and (6.7) are dependent on each other, these updates should be iterated in the E-
step. Figure 4.1 illustrates the joint optimization process based on the DAEM algorithm.
At the initial temperature (6((10) , O~ 0), the variational posterior distributions Q)(q) and
@ (m) take forms with nearly uniform distribution. While the temperature is decreasing,
the forms of )(q) and @)(m) change from uniform to each original posterior distribution,
and at the final temperature (34, 5,, = 1), Q(q) and Q(m) have different original posterior
distributions. Then, the posterior probability of each model structure is in proportion to
the likelihood of each model structure. This process represents the approximation of the

joint optimization of the state sequences and the model structures.

4.2.2 Speech decoding based on multiple model structures

In the proposed method, multiple decision trees are used in decoding process. However,
the multiple decision trees are inapplicable to standard decoders. Therefore, we propose
two types of decoding procedures. One is that a single model structure is chosen by
setting the temperature (3,,, to oo (the DAEM algorithm with 3, = oo becomes the Viterbi
training. However, the final temperature is fixed as 3, = 1 in this paper). Although the
model structure with the largest decision tree is selected at (3, = oo in most cases, reliable
state sequences can be obtained by using multiple model structures in the early stage of the
training procedure. The other is to use multiple model structures not only in the training
process but also in the decoding process. Although there are many approaches to using
multiple model structures in decoding [13] [?], we use Eq. (4.7) to control the degree
of use of multiple decision trees for training and decoding processes. In preliminary
experiments, there was a tendency to select only the largest decision tree at the final stage
of the training process. This is because the range of the likelihood was very different
among the differently sized decision trees, i.e., the largest decision tree had a significantly
higher likelihood than the other trees. Consequently, the posterior probability Q)(m) of the
largest decision tree became almost 1, and the other trees were not used. Therefore, to use
multiple decision trees in the decoding process, we adopt a method in which the annealing
is stopped in the early stage of the training process. In this method, the decoding is
performed so as to minimize the upper bound F3. Using Q(m), the criterion for decoding
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can be written as

max P(q | A) [] P9 (0| g, m, A). (4.17)
4 m

By inspection, this criterion can be calculated by the output probabilities of a multistream
HMM where @)(m) becomes the weight of each stream.

4.3 Experiments

4.3.1 Speaker dependent phoneme recognition

Experimental condition

In this experiment, I used 503 phonetically balanced sentences uttered by a single male
speaker MHT from the ATR Japanese speech database b-set [45]. For training, 450 sen-
tences were used and the remaining 53 sentences were used for testing. The speech data
was down-sampled from 20 kHz to 16 kHz, windowed at a 25 ms Blackman window,
and parameterized into 19 mel-cepstral coefficients by the mel-cepstral analysis tech-
nique [29]. Static coefficients including the zeroth coefficients and their first and second
derivatives were used as feature parameters. Three-state left-to-right HMMs were used
to model 37 Japanese phonemes, and 144 questions were prepared for decision tree clus-
tering. Each state output probability distribution was modeled by a Gaussian distribution
with a diagonal covariance matrix. As a decoder, HVite in HTK [16] was used.

In this experiment, the following five training methods were compared.

o “flat-start”: HMMs were initialized with equal mean and variance for all states
using no phoneme boundary labels, and re-estimated using the EM algorithm.

e “k-means”: HMMs were initialized by the segmental k-means algorithm using
phoneme boundary labels and re-estimated using the EM algorithm.

e “DAEM-state”: The DAEM algorithm was applied only to the estimation of state
sequences. A single decision tree was used.

e “DAEM-tree”: The DAEM algorithm was applied only to decision trees. The esti-
mation process of state sequences is equivalent to “flat-start.”

e “DAEM-joint”: The DAEM algorithm was applied to both state sequences and
decision trees.
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In the methods using a single decision tree (“flat-start,” “k-means,” and “DAEM-state”),
a decision tree is obtained by context clustering based on the minimum description length
(MDL) criterion [46]. In addition to this model structure, “DAEM-tree” and “DAEM-
joint” use a decision tree representing monophone HMMs. It is desirable to use multiple
decision trees. However, when several decision trees are used, I must determine many
conditions (e.g., the size and structure of trees, and the number of trees). Although how
to determine the number of decision trees and how to construct multiple decision trees
are essential problems in the proposed method, in this experiment, I only focus on the
evaluation of the integration part of multiple decision trees. Therefore, in this experiment,
I simply use only two decision trees for model structure annealing (mm = 1: monophone,
m = 2: MDL). In the two-decision-tree case, determining the temperature parameter
B is equivalent to setting the variational posterior probabilities ()(m) directly, because
the update equation of Q)(m) includes (3,, in Eq. (16), and the ratio between (1) and
Q) (2) is determined by [3,,. Therefore, ()(m) can also be arbitrarily determined instead of
Bm, and at the start and end of the temprature update, ()(m) should be fixed as follows.
When (3, is set to 0, all decision trees have the same posterior probabilities (Q(1) = 0.5
and Q(2) = 0.5). When (3, is set to 1, Q(m) is in proportion to the likelihood of each
decision tree. However, since MDL has a much higher likelihood than a monophone, the
posterior probabilities should be ()(1) = 0 and Q(2) = 1. Therefore, it was assumed that
@ (m) was updated by the following linear functions:

()(monophone) = 0.5 (1 — %)7 (4.18)

Q(MDL) = 0.5(1 + %) (4.19)
The temperature parameter (3, was updated by
. AN

ﬁq(l) = (7) 7(Z:Oa"'71)7 (420)

where 7 denotes the iteration number of temperature updates, and o was varied as @ =
2"(n = —7,...,7). Figures 4.2 and 4.3 show plots of the schedules of the temperature
parameters 3, and [3,,, respectively. In the DAEM algorithm (“DAEM-state,”*DAEM-
tree” and “DAEM-joint”), the number of temperature update steps was set to 20 (I = 20),
and 10 EM-steps were conducted at each temperature. To evenly compare the proposed
method with the conventional method, the number of EM-steps was set to 200 for the
standard EM algorithm (“flat-start” and “k-means”).
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Experimental results

Figure 4.4 shows the log-likelihood of the training data. It can be seen that the likeli-
hood of “flat-start” was lower than that of “k-means.” This is because “flat-start” uses
no phoneme boundary information for initializing HMMs and inappropriate initial model
parameters cause the local maxima problem. Although the “DAEM-state” also uses no
phoneme boundaries, the likelihood of the “DAEM-state” was close to that of “k-means”
when an appropriate temperature schedule was used. This result confirmed that the lo-
cal maxima problem can be relaxed by using the DAEM algorithm. Comparisons of the
proposed structure annealing with the conventional methods reveals that “DAEM-tree”
yielded similar likelihoods of “k-means” and the “DAEM-state.” Furthermore, “DAEM-
joint” exhabited the highest likelihood at o = 22. These results show that structure an-
nealing can yield reliable estimates of state sequences with the use of multiple decision
trees.

Figure 5.2 shows the phoneme accuracy of each method. It is noted that only one deci-
sion tree (MDL) is used for decoding. Similar to the likelihood, the phoneme accuracy
of “flat-start” was worse than those of the other methods beaucse of the local maxima
problem. It can also be seen that the methods using the DAEM algorithm outperformed
“k-means,” even though phoneme boundary information was not used in the DAEM algo-
rithm. Moreover, “DAEM-tree” and “DAEM-joint” had improved performance compared
with the conventional “DAEM-state,” and an 11.1% relative error reduction was achieved
for “DAEM-joint” over “k-means” at o = 2°. This result indicates that the reliable HMM
parameters estimated using structure annealing are effective for improving the speech
recognition performance.

4.3.2 Speaker independent phoneme recognition
Experimental condition

To train speaker-independent HMM sets, I used 37,618 sentences uttered by 122 male
and 122 female speakers from Japanese Newspaper Article Sentences (JNAS) [47] as
the training data. Two hundred sentences uttered by 23 male and 23 female speakers
from JNAS were used for testing. The speech data was windowed at a 25 ms Hamming
window, and parameterized into 13 mel-cepstral coefficients by the mel-cepstral analysis
technique. Static coefficients including the zeroth coefficients and their first and second
derivatives were used as feature parameters. Three-state left-to-right HMMs were used
to model 43 Japanese phonemes, and 261 questions were prepared for decision tree clus-
tering. Each state output probability distribution was modeled by a Gaussian distribution
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with a diagonal covariance matrix. In this experiment, Julius [?] was used as the decoder
and a word forward 2-gram and a backward 3-gram were used as the language models.

The compared methods and the conditions for decision trees were the same as those
in the speaker-dependent experiment. The number of EM-steps was set to 100 for the
standard EM algorithm (“flat-start” and “k-means”). In the DAEM algorithm (“DAEM-
state,”“DAEM-tree” and “DAEM-joint”), the number of temperature update steps was set
to 20 (I = 20), and 5 EM-steps were conducted at each temperature. The word insertion
penalty and the language weight were adjusted to yield the best performance for each
method.

Experimental results

Figure 4.6 shows the log-likelihood of the training data. In the speaker-independent ex-
periment, the estimation of acoustic models is more difficult than that in the speaker-
dependent experiment. Therefore, the local maxima problem becomes more serious.
However, the likelihood of the DAEM methods (“DAEM-state,”“DAEM-tree” and “DAEM-
joint”’) were higher than that of “k-means,” and “DAEM-joint” obtained the best value of
the likelihood. This result indicates that not only using the DAEM algorithm but also
using multiple decision trees is more effective for the local maxima problem in speaker-
independent tasks.

Figure 4.7 shows the word accuracy of each method using a single decision tree (MDL)
for decoding. It can be seen that the DAEM methods achieved higher accuracy than “flat-
start” when the appropriate temperature schedule was used. Although “DAEM-joint” did
not outperform “k-means,” the proposed method is still effective because “DAEM-joint”
uses no phoneme boundary information.

Figure 4.8 illustrates the word accuracy of each method in which multiple decision trees
are used for decoding. From the figure, it can be seen that “DAEM-tree” and “DAEM-
joint” achieved higher word accuracy than “k-means.” This result suggests that even in
the speaker-independent word recognition tasks, the proposed method can improve the
performance of speech recognition.

4.4 Summary

In this chapter, we proposed a speech recognition technique using multiple decision trees.
In the proposed method, speech recognition was performed by ML estimation of the
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newly defined statistical model that includes multiple decision trees as a hidden variable.
Applying the DAEM algorithm and using multiple decision trees in the early stage of the
training process, reliable state sequences can be obtained. In continuous phoneme recog-
nition experiments, the proposed technique improved the performance of speech recog-
nition even when using only two decision trees. As future work, we will consider the
optimization of the temperature schedules, investigate the effect of increasing the number
of decision trees, and develop an approach for preparing multiple decision trees.
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Chapter 5

Speech recognition based on variational
Bayesian method

The maximum likelihood (ML) criterion has usually been used for training statistical
models for speech recognition systems. However, since the ML criterion produces a point
estimate of model parameters, the estimation accuracy may degrade when little training
data is available. The Bayesian approach is a statistical technique for estimating reli-
able predictive distributions by marginalizing model parameters, and it can accurately
estimate observation distributions even if the amount of training data is small. How-
ever, the calculation becomes complicated due to the combination of latent variables, i.e.,
state sequences and model parameters. To solve this problem, the variational Bayesian
(VB) method has been proposed as an effective approximation method of the Bayesian
approach [2], and it shows a good performance in HMM-based speech recognition [4].

5.1 Speech recognition based on variational Bayesian method

5.1.1 Bayesian approach

Let O = (01, 09,...,07) be a set of training data of D dimensional feature vectors, and
T' is used to denote the frame number. The likelihood function of an HMM is represented

by:
P(O,Z|A) = Ha% =N(o: | s, S5, (5.1)

where Z = (z1, 29, ,27) is a sequence of HMM states, z;, € {1,..., N} denotes a
state at frame ¢ and N is the number of states in an HMM. A set of model parameters
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A = {aij, p;, Si}Z{Vj:l consists of the state transition probability a;; from state 7 to state
j, the mean vector u; and the covariance matrix S; ' of a Gaussian distribution A/(- |

K Sz_l)

The Bayesian approach assumes that a set of model parameters A is random variables,
while the ML approach estimates constant model parameters. The posterior distribution
for a set of model parameters A is obtained with the famous Bayes theorem as follows:

P(O | A)P(A)

P(A10) = =5

(5.2)

where P(A) is a prior distribution for A. Once the posterior distribution P(A | O) is
estimated, the predictive distribution for input data X is represented by:

P(X|0) = /P(X | A)P(A | O)dA . (53)

The model parameters are integrated out in Eq. (5.3), so that the effect of over-fitting is
mitigated. However, it is difficult to solve the integral and expectation calculations. Espe-
cially, when a model includes latent variables, the calculation becomes more complicated.
To overcome this problem, the variational Bayesian (VB) method has been proposed as
a tractable approximation method of the Bayesian approach and it showed good perfor-
mance in the HMM-based speech recognition [2], [4].

5.1.2 Variational Bayesian method

The variational Bayesian method maximizes a lower bound of log marginal likelihood F
instead of the true likelihood. A lower bound of log marginal likelihood is defined by
using Jensen’s inequality:

L(0) = log Z/ P(O,Z | A)P(A)dA

P(O,Z | A)P(A)
z;/ QZ)QA)log =57 S dA

=F. (5.4)

In the VB method, VB posterior distributions Q(A) and QQ(Z) are introduced to approx-
imate the true posterior distributions. The optimal VB posterior distributions can be ob-
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tained by maximizing the objective function F with the variational method as follows:

Q(A) = CAP(A) exp { > Q(Z)log P(O, Z | A)} : (5.5)
Q(Z) = Czexp { /Q(A) log P(O,Z | A) dA} : (5.6)

where Cp and Cz are the normalization terms of Q(A) and Q(Z), respectively. Since
equations (5.5) and (5.6) are depend on each other, these updates should be iterated as the
EM algorithm, which increases the value of objective function F at each iteration until
convergence.

5.1.3 Bayesian context clustering using cross validation

In the Bayesian approach, prior distributions are usually determined heuristically. How-
ever, hyper-parameters (parameters of prior distributions) affect the model selection as
tuning parameters. Therefore, to automatically select an apropriate model structure, a
determination technique of prior distribution is required. One possible approach is to
optimize the hyper-parameters using training data so as to maximize the marginal likeli-
hood. However, it still needs tuning parameters which control influences of prior distri-
butions, and often leads to the over-fitting problem as the ML criterion. To overcome this
problem, the prior distribution determination technique using cross validation has been
proposed [48]. The cross validation is known as a straightforward and useful method
for model structure optimization. By using cross valid prior distributions, an appropriate
model structure can be selected in the Bayesian context clustering without tuning param-
eters. I apply the prior determination technique based on K '-fold cross validation as a
baseline system of the Bayesian approach.

5.2 DAEM algorithm for variational Bayes method

In the VB method, the free energy function for Bayesian approach can be rewritten as
follows:

Fa(A) = —%log Z/ P?(O,Z | A)PP(A)dA. (5.7)
Z
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An upper bound of log marginal likelihood F3(A) is defined by using Jensen’s inequality:

o P02 APIA)
> QZ)Q(A)
1 o P30, Z | A)P(A)
— Alo ~ — dA
< ﬁ;/@m@( Jlog T
= Fs(A) (5:8)

The optimal VB posterior distributions can be obtained by minimizing the objective func-
tion F(A) with the variational method as follows:

A

Q) - xP (A e { S Q20502 1)} (59)

Q(Z) = Czexp { /Q(A) log P°(0,Z | A) dA} . (5.10)

Since equations (5.9) and (5.10) are dependent each other, these updates should be iter-
ated in the E-step of the DAEM algorithm. At the initial temperature 3(¥) ~ 0, the VB
posterior distributions Q(A) and Q(Z) take a form nearly uniform distribution. While
the temperature is decreasing, the form of QQ(A) and (Z) change from uniform to each
original posterior distribution. Finally the temperature 5 = 1, Q(A) and Q(Z) take each
original posterior distribution and the reliable posterior distributions can be estimated.

5.3 Experiments

To evaluate the effectiveness of the proposed method, speaker independent continuous
phoneme recognition experiments were conducted.

5.3.1 Experimental conditions

The experimental conditions are summarized in Table 5.1. The training data of about
20,000 Japanese sentences and testing data of 100 sentences were prepared from Japanese
Newspaper Article Sentences (JNAS). Three-state left-to-right HMMs were used to model
43 Japanese phonemes, and 144 questions were prepared for the decision tree context
clustering. Each state output probability distribution was modeled by a single Gaussian
distribution with a diagonal covariance matrix.

In these experiments, the following five algorithms were compared.

38



Table 5.1: Experimental conditions

Training data JNAS 20,000 utterances
Test data JNAS 100 utterances
Sampling rate 16 kHz
Feature vector 12-order MFCC

+ AMFCC + AEnergy
Window Hamming
Frame size 25ms
Frame shift 10ms
Number of HMM state 3 (left-to-right)
Number of phoneme categories | 43

e “ML” : Acoustic models trained by ML criterion and model structures selected by
MDL criterion [46] and 50 EM-steps was conducted in the EM algorithm. HMMs
were initialized by the segmental k-means algorithm.

e “CV-Bayes(f-EM50)” : Acoustic models trained by the Bayesian criterion and
model structures selected by the Bayesian criterion using cross validation and 50
EM-steps was conducted in the EM algorithm. The posterior distributions were
initialized by the flat start training.

e “CV-Bayes(EMS5)” : Acoustic models trained by the Bayesian criterion and model
structures selected by the Bayesian criterion using cross validation and 5 EM-steps
was conducted in the EM algorithm. The posterior distributions were initialized by
the £-means algorithm.

e “CV-Bayes(EMS50)” : Acoustic models trained by the Bayesian criterion and model
structures selected by the Bayesian criterion using cross validation and 50 EM-steps
was conducted in the EM algorithm. The posterior distributions were initialized by
the k-means algorithm.

e “CV-Bayes(DAEM)” : Acoustic models trained by the Bayesian criterion and model
structures selected by the Bayesian criterion using cross validation and the DAEM
algorithm was used for training algorithm.

The flat start training (“CV-Bayes(f-EM50)”) assumes that initial posterior distributions
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of state sequences are uniform distribution. Once the posterior distributions of state se-
quences are given, the posterior distributions of model parameters can be estimated by the
statistics of state sequences. In the initialization by the £-means algorithm, the posterior
distribution of state sequences were initialized by the segmental k-means algorithm using
phoneme boundary labels. In the Bayesian approaches, the posterior distribution of model
parameters are also updated in the segmental k-means algorithm. Although the DAEM al-
gorithm includes the initialization process, the DAEM algorithm (“CV-Bayes(DAEM)”)
with # = 0 is equivalent to the initial values of the flat start training. This means that the
DAEM algorithm uses no phoneme boundary labels in the initialization of posterior dis-
tributions. However, even though the flat start training updates the posterior distributions
immediately at the first iteration based on unreliable initial parameters (this corresponds
to the DAEM with = 0 at the 1st iteration and 3 = 1 at the nd iteration), the DAEM
algorithm gradually increase the temperature parameter 3, and updates the posterior dis-
tributions slowly based on the annealing process.

The model structure based on MDL criterion has 5400 states and based on the Bayesian
approach using cross validation has 16205 states. In “CV-Bayes” methods, the cross
validation uses 10 folds. The temperature parameter (3 for the DAEM algorithm was
updated by

5(@):%,(2':0,...,1) (5.11)
where ¢ denotes the iteration number. The number of temperature update steps was set to

10 (/ = 10), and 5 EM-steps were conducted at each temperature, in total 50 EM-steps
were conducted.

5.3.2 Experimental results

Figure 5.1 compares the lower bound of the log marginal likelihood F for the training
data, though the value of “ML” shows the log likelihood of the ML parameters (not
marginal). Since the marginal likelihood is defined as the weighted sum of the likeli-
hood function (equation (5.4)), the marginal likelihoods of the Bayesian approaches were
lower than the likelihood of “ML.” The marginal likelihood of “CV-Bayes(f-EM50)”
was the lowest among Bayesian methods. This is because of the local maxima prob-
lem caused by the inappropriate initial posterior distributions obtained without using
phoneme boundary information. Although “CV-Bayes(DAEM)” also uses no phoneme
boundaries, the marginal likelihood of “CV-Bayes(DAEM)” was improved than that of
“CV-Bayes(f-EM50).” This result confirmed that the local maxima problem can be re-
laxed by the DAEM algorithm. Comparing “CV-Bayes(EMS)” with “CV-Bayes(EM50),”

40



-
©
©
al

19.90

=
©
0]
(@)

G 19.86

-

©

o¢)

a
1

19.84 T

19.80 g

19.75 S

Lower bound of log marginal likelihood

19. 70 .......
ML CV-Bayes CV-Bayes CV-Bayes CV-Bayes
(f-EM50) (EM5) (EM50) (DAEM)

Figure 5.1: Log marginal likelihood

“CV-Bayes(EM50)” obtained the higher likelihood. This means that 5 EM-steps are not
enough to converge the marginal likelihood. “CV-Bayes(DAEM)” also iterated the EM-
steps 5 times at the last temperature (5 = 1), and this may be the reason that the marginal
likelihood of “CV-Bayes(DAEM)” was lower than that of “CV-Bayes(EM50).” However,
the likelihood of “CV-Bayes(DAEM)” was higher than that of “CV-Bayes(EMS5).” This
means that the DAEM algorithm obtained reliable posterior distributions by using anneal-
ing process, even though no phoneme boundary information was used.

Figure 5.2 shows the phoneme accuracy of acoustic models. Contrary to the marginal
likelihood, the Bayesian approaches outperformed “ML.” This result confirmed that the
Bayesian approach is useful for HMM-based speech recognition. Comparing the Bayesian
approaches, “CV-Bayes(f-EM50)” was the lowest recognition performance, because of
the local maxima problem. Although “CV-Bayes(EM50)” achieved the highest likeli-
hood, “CV-Bayes(EM50)” obtained no significant improvement as compared with “CV-
Bayes(EMS5)” in phoneme accuracy. Comparing the EM and DAEM algorithm, “CV-
Bayes(DAEM)” achieved the higher phoneme accuracy than the EM algorithm using
phoneme boundary information. This result indicated that the DAEM algorithm is ef-
fective to relax the serious local maxima problem in the VB speech recognition.
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5.4 Summary

This chapter proposed a deterministic annealing based training algorithm for Bayesian
speech recognition. The local maxima problem in the Bayesian method is more seri-
ous than in the ML-based approach, because the Bayesian method treats not only state
sequences but also model parameters as latent variables. In this paper, the DAEM algo-
rithm was applied to the Bayesian speech recognition to improve the recognition perfor-
mance. The results of speech recognition experiments showed that the proposed method
achieved higher performance than the conventional methods. As future work, I will apply
this proposed framework to the simultaneous optimization of state sequences and model
structures [49].
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Chapter 6

Integration of multiple model structures
based on Bayesian framework

Some approaches using multiple model structures have recently been proposed to in-
crease model complexity (e.g., random forest [12], ROVER [13], and model structure
annealing [49]). Although various integration techniques and criteria can be considered,
this paper focuses on a model structure integration based on the Bayesian framework.

6.1 Bayesian speech recognition using multiple model struc-
tures

6.1.1 Marginalized likelihood function including multiple model struc-
tures

I define a marginal likelihood function treating model structures as latent variables to
consider the framework using multiple model structures in Bayesian speech recognition.

log P(O) = ZZ/P(O,Z,m, Ay)dA,,, (6.1)
m Z
P(O,Z,m,A,,) = P(O,Z|m,A,,)P(A,, | m)P(m), (6.2)
where m € {1,..., M} indexes the model structures, M is the number of the model
structures, and A,, € {Ay,..., Ay} denotes a set of model parameters for the m-th

model structure. Prior distribution P(A,, | m) is prepared for each model structure
m. Since state sequence Z is not dependent on model structures in this framework, the
state sequences are estimated from a combination of likelihoods calculated from multiple
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model structures. Although the proposed model can be trained in the same manner as the
variational Bayesian method, it has been confirmed [11] that even conventional Bayesian
speech recognition using a single model structure suffers from the local maxima problem.
Since the proposed method not only treats state sequences and model parameters but
also model structures as latent variables, the local maxima problem is more serious than
conventional Bayesian speech recognition. Deterministic annealing was adopted in the
proposed framework to overcome this problem.

6.1.2 Training algorithm based on deterministic annealing

The problem of maximizing the log likelihood function is reformulated in the DAEM
algorithm [10] as the problem of minimizing a free energy function. To adopt determin-
istic annealing for the proposed method, I redefine the free energy function based on the
marginal likelihood function in Eq. (6.1) as:

Fs = _%ZZ/IOgPB(OaZ | m, Agn) X
m Z
PO(Ay, | m) PP (m)dAn. (63)

where (3 is called a temperature parameter. The upper bound of the free energy function
is defined by using Jensen’s inequality:

_ 1 ~
JT,B S _B;XZ:/Q(ZﬂnvAm)X

8 Z 7
g P00 2| méyj iAT; [m)P7(m) 5 (6.4)

Since approximate distribution Q(Z ,m, A,,) is a joint distribution of the three latent vari-
ables, calculating the upper bound becomes more complicated than that with the conven-
tional VB method using only one model structure. To obtain the minimum upper bound,
I assume the constraint:

Q(Z,m,Ay) = Q(Z)Q(m)Q(Ay, | m). (6.5)

Note that the dependence between model parameters and model structures remains as

a prior distribution in Eq. (6.2). Under this constraint, optimal posterior distributions
Q(Z),Q(m), and Q(A,, | m) are obtained as:

O(Z) = Cy exp<<log PO, Z | m, Am)> 6.6)

Q(Am|m)>é<m>’
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Q(m) = C’mP’g(m) exp<<log Pﬂ(O7 Z | m,Am)> )

a(2)
g
T log w> , (6.7)
Q(Am | m) Q(Am)
QA |m) = Ca, PP(A,|m)x
exp<10g PO, Z | m, Am)>Q(Z). (6.8)

where Cz, C,, and C}, correspond to the normalization terms of Q(Z), Q(m), and
Q(A,, | m) and (-)¢ denotes the expectation with respect to Q. Since optimal variational
posterior distributions Q(Z), Q(m), and Q(A,, | m) depend on one another, from Eqs.
(6.6), (6.7), and (6.8), these distributions should be iteratively updated. Temperature pa-
rameter (3 in the deterministic annealing process is gradually increased from O to 1, and
the form of the VB posterior distributions changes being dependent on the temperature pa-
rameter. Variational posterior distributions Q(Z), Q(m), and Q(A,,, | m) take a form that
has a nearly uniform distribution at the initial temperature (3 ~ 0). This means that all
model structures are uniformly used for estimating the posterior distribution of the model
parameters and the state sequences in the initial step. While the temperature parameter
is increasing (6 — 1), the form of Q(Z), Q(m), and Q(A,, | m) change to each orig-
inal posterior distribution. The factorized posterior distributions at this stage gradually
interact with one another while taking into account the reliability of their estimates, and
this process leads to a good solution as a joint posterior distribution. The Q(Z), Q(m),
and Q(Am | m) at the final temperature (3 = 1) take each original posterior distribution.
The posterior probability of model structures can be appropriately estimated through this
process because the Bayesian criterion works as a model selection criterion, and reliable
posterior distributions of model parameters can be estimated.

6.2 Related approach

6.2.1 Random Forest

The random forest (RF) [12] is one technique that uses multiple model structures. How-
ever, there are some differences between RF and the proposed method. One difference is
how the model structures are constructed. The RF method changes the data set or ques-
tion set used for constructing the model structures. Although the proposed approach can
also use these methods, I used the Bayesian framework to construct adequate model struc-
tures. Another difference is how multiple model structures can be used. Several ways of
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combining models have been tried in the RF method because there are no criteria for es-
timating combined weights. The proposed method can be used to automatically estimate
the posterior probabilities of model structures based on the consistent Bayesian criterion.

6.2.2 Non-parametric Bayes

From another point of view, the proposed method has a similarity to the non-parametric
Bayesian method [50] because both methods use multiple model structures with different
complexities and are integrated based on the Bayesian framework. The main difference
between them is that the non-parametric Bayesian method assumes processes to generate
multiple model structures for each data sample. Although the proposed method simply
prepared multiple model structures, it still has the effect of model structure marginaliza-
tion and can be performed without increasing the complexity of the training process.

6.2.3 Discriminative approaches

In recent state-of-the-art speech recognition systems, discriminative approaches have been
used [51] [52]. Contrary to this, the proposed method is based on a generative model of
the observations as the conventional HMM based speech recognition. However, the most
discriminative approaches use structures of generative statistical models, and finding the
appropriate model structures is still essential problem of speech recognition. Therefore,
the authors think that the idea of using multiple model structures and integration based on
the consistent statistical criterion are useful and available for various approaches including
discriminative approaches in future work.

6.3 Experiments

6.3.1 Speaker independent speech recognition (small training data)
Experimental Conditions

The experimental conditions are summarized in Tab. 6.1. The training data of 1,238
Japanese sentences (eight male speakers) and testing data of 50 sentences (thirteen male
speakers) were prepared from Japanese Newspaper Article Sentences (JNAS) [47]. HMMs
were used to 43 Japanese phoneme and 204 questions were prepared for the context clus-
tering. Each state output probability distribution was modeled by a Gaussian distribution
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Table 6.1: Experimental condition

Sampling rate 16 kHz

Feature vector | 12-order MFCC + A + A?
Frame size 25 ms

Frame shift 10 ms

Window Hamming
Topology 3-state left-to-right

with a diagonal covariance matrix. In this experiment, the following five algorithms were
compared.

e Flat-start : HMMs were initialized by flat-start training and trained by the EM
algorithm (the EM-steps were iterated 50 times).

e DAEM : HMMs were initialized by flat-start training and trained by the DAEM
algorithm.

e Mtree : HMMs were initialized by flat-start training and trained by the DAEM
algorithm with multiple model structures.

e LabelS : HMMs were initialized by the segmental k-means algorithm and trained
by the EM algorithm (the EM-steps were iterated 5 times).

e Label50 : HMMs were initialized by the segmental k-means algorithm and trained
by the EM algorithm (the EM-steps were iterated 50 times).

ML and Bayes criteria can be applied to each of the above algorithms, and comparative
methods were represented by the combination of algorithms and criteria. Mtree(Bayes)
is the proposed method and Mtree(ML) is the previous proposed method using ML cri-
terion reported in [S]. The DAEM methods using single decision tree DAEM(ML) and
DAEM(Bayes) were also compared with the proposed method and their details were
reported in [53] and [11], respectively. For using a single decision tree approaches (Flat-
start, DAEM, LabelS and Label50), the following tree structures were respectively used
for ML and Bayes criteria:

e ML : a model structure is selected by the minimum description length (MDL) cri-
terion [46]. This structure has 616 leaf nodes.
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e Bayes : a model structure is selected by the Bayesian criterion using 10-folds cross
validation [48]. This structure has 7,755 leaf nodes (CV-Bayes).

For Mtree, I additinally prepared a model structure which represents monophone. Mono-
phone has 129 leaf nodes. In the DAEM algorithm, the number of updates of the tem-
perature parameter was set to 10 (/ = 10), and EM-steps were iterated 5 times at each
temperature. The temperature parameter 3 was updated by

8(i) = (%) =01 6.9)

where ¢ denotes the iteration number of temperature updates, and n was varied as n =
2% (o« = =3,...,3). Because the EM-steps in DAEM were totally iterated 50 times,
the EM-steps in Flat-start and LabelS0 were iterated 50 times. In Mtree(ML), since
it is difficult to estimate the accurate posterior probabilities of the model structures, |
heuristically assumed that () ;7 (m) was updated by the following linear functions:

Q. (Monophone) = 0.5(1 — %) (6.10)
Qur(MDL) = 0.5(1+§). 6.11)

Figures 4.2 and 4.3 show plots of the schedules of the temparature parameter 3 and
the update schedules of @, (m). Note that the proposed method does not require pre-
determined posterior probabilities of the model structures such as Egs. (6.10) and (6.11).

Experimental Results

Figure 6.1 compares the upper bound of the log marginal likelihood F4 for the train-
ing data. The highest marginal likelihood of the methods using the DAEM algorithm
(DAEM and Mtree) were obtained at & = 2. This result shows that the marginal like-
lihood of Flat-start was lowest among the Bayesian methods. This is because in Flat-
start, HMMs were initialized by inappropriate initial posterior distributions which were
obtained using no phoneme boundaries. DAEM also used no phoneme boundaries, the
marginal likelihood of DAEM was slightly improved from that of Flat-start. The EM-
steps were iterated 50 times in Flat-start, thus it can be considered that the estimation of
the model parameters are converged. On the other hand, in DAEM, the EM-steps were
iterated five times after the temperature parameter 3 achieved the final temperature 5 = 1.
Even though the iteration times maight be not enough, DAEM can yield little improve-
ment from Flat-start. Mtree obtain the highest marginal likelihood among the Bayesian
methods. Furthermore, comparing Mtree with using phoneme boundaris method Label
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Figure 6.1: Upper bound of log marginal likelihood (the temperature parameter of DAEM
and Mtree are set to o = 2)

(LabelS and Label50), even though HMMs were initialized using no phoneme boundaries
in Mtree, the marginal likelihood of Mtree could achieve a slightly higher value than that
of Label methods. This result shows that the method using multiple model structures can
estimate more reliable model parameters than the conventional Bayesian methods.

Figure 6.2 shows the phoneme accuracy of each method. The accuracies of DAEM and
Mtree were obtained when an appropriate temperature schedules were given. (DAEM(ML):
a = 1, Mtree(ML): « = 2, DAEM(Bayes): a = 2, Mtree(Bayes): a = 2)0J Com-
paring the ML-based methods with the Bayesian methods, all Bayesian methods were
obtained the higher accuracy than ML-based methods. This result indicates the effective-
ness of the Bayesian approach for speech recognition. Similar to the marginal likelihood,
Flat-start was yielded the lowest accuracy in the ML-based methods and the Bayesian
methods, respectively. On the other hand, the accuraty of DAEM improved from that
of Flat-start. Comparing the ML-based methods, Mtree(ML) was achieved the higher
accuracy than Flat-start(ML) and DAEM(ML). This result confirms that using multiple
model structures for the ML-based speech recognition can estimate reliable model pa-
rameters [49]. Moreover, Mtree(Bayes) yielded the highest accuracy among Flat-start,
DAEM, and Mtree. This result indicates that using multiple model structures for the
Bayesian speech recognition is effective for improving the speech recognition perfor-
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Figure 6.2: Phoneme accuracy

mance. Comparing Mtree, LabelS, and Label50, although Mtree(ML) used no phoneme
boundaries, Mtree(ML) obtained higher accuracy than Label5(ML) and LabelS0(ML)
which used phoneme boundaries. While Mtree(Bayes) yielded the higher accuracy than
Label5(Bayes), Mtree(Bayes) could not achieve Label50(Bayes). The accuracies of La-
belS(Bayes) and Label50(Bayes) show that Bayesian framework requires many iterations
of the EM-steps than the ML-based framework. Actually, when the EM-steps were iter-
ated 50 times at 3 = 1, the accuracy of Mtree(Bayes) is more closer to Label50(Bayes).
Thus, I expect that Mtree(Bayes) can obtain higher accuracy than Label50(Bayes) by
adjusting the iteration number and the temperature update schedule.

In Mtree(ML), the posterior probabilities of the model structures depend on the likeli-
hood of each model structure. Due to this, even though the biggest model structure is
not adequate, the biggest model structure is selected in the training process. Hence, in
Mtree(ML), the hueristics are required for selecting the adequate posterior probabilities
of the model structures (Fig. 4.3). By contrast, Mtree(Bayes) can estimate the accurate
posterior distributions of the model structures automatically. Figure 6.3 plots the posterior
distributions of the model structures with the each temperature schedule in the training
process. It can be seen that the forms of the plots was different between Mtree(ML) and
Mtree(Bayes), and the posterior probabilities of Mtree(Bayes) did not increase linearly.
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Figure 6.3: The posterior distributions of the model structures. Monophone has 129 leaf
nodes and CV-Bayes has 7,755 leaf nodes.

Using these automatically estimated posetrior distributions and the accurate temperature
schedule, Mtree(Bayes) obtained a higher speech recognition performance. From these
results, since the proposed method can treat multiple model structures without heuristics,
I can investigate the effectiveness of more kinds of the model structures.

6.3.2 Speaker independent speech recognition (large training data)
Experimental condition

I conducted speaker independent experiments on continuous phoneme recognition to eval-
uate the effectiveness of the proposed method, where training data from 18,823 Japanese
sentences and testing data from 100 sentences were prepared from Japanese Newspaper
Article Sentences (JNAS). Speech signals were sampled at a frequency of 16 kHz and
windowed at 10-ms frame rates using a 25-ms Hamming window. The spectrum pa-
rameter vectors consisted of 12-order MFCC and their delta and delta-delta coefficients.
Three-state left-to-right HMMs were used to model triphones consisting of 43 Japanese
phonemes and 204 questions were prepared for context clustering. All state output proba-
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bility distributions were modeled by using a Gaussian distribution with a diagonal covari-
ance matrix. The five algorithms below were compared in this experiment.

e Flat-start : HMMs were initialized by flat-start training and trained with the EM
algorithm (the EM-steps were iterated 200 times).

e DAEM : HMMs were initialized by flat-start training and trained with the DAEM
algorithm.

e Mtree : HMMs were initialized by flat-start training and trained with the DAEM
algorithm with multiple model structures.

e Labell0 : HMMs were initialized with the segmental k-means algorithm using
phoneme boundary labels and trained with the EM algorithm (the EM-steps were
iterated 10 times).

e Label200 : HMMs were initialized with the segmental k-means algorithm using
phoneme boundary labels and trained with the EM algorithm (the EM-steps were
iterated 200 times).

The ML and Bayes criteria could be applied to all five algorithms, and comparative meth-
ods were represented by combining the algorithms and criteria. Mtree(Bayes) is the
new proposed method and Mtree(ML) is the previous method I proposed using the ML
criterion reported in [49]. DAEM methods using a single model structure DAEM(ML)
and DAEM(Bayes) were also compared with the proposed method and their details have
been reported [53], [11]. Two tree structures were used for the approaches utilizing a
single model structure (Flat-start, DAEM, Label10, and Label200).

e ML : a model structure was selected by using the minimum description length (MDL)
criterion. This structure had 4,021 leaf nodes.

e Bayes : a model structure was selected by using the Bayesian criterion utilizing 200-
folds cross validation [48]. This structure had 18,099 leaf nodes (CV-Bayes).

I also prepared a model structure representing monophone models for Mtree(ML) and
Mtree(Bayes). The monophone structure had 129 leaf nodes. The number of temperature
parameter updates in the DAEM algorithm was set to 20 (/ = 20), and EM-steps were
iterated 10 times at each temperature. Temperature parameter 3 was updated by using
B(i) = (i/I)*, i = 0,...,I, where i denotes the number of iterations of temperature
updates, and n was varied to n = 2%, (o« = —3,. .., 3). Because the EM-steps in DAEM
were iterated a total of 200 times, the EM-steps in Flat-start and Label200 were iterated
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200 times. Since it is difficult to estimate the accurate posterior probabilities of the model
structures in Mtree(ML), I heuristically assumed that @) ;7 () would be updated by the
following linear functions: (Qasr,(Monophone) = 0.5(1 —i/1), Qun(MDL) = 0.5(1+
i/1)). Note that Mtree(Bayes) does not require pre-determined posterior probabilities of
the model structures.

Experimental results

Equation 6.4 summarized the upper bounds of the log marginal likelihood F5 for the train-
ing data. The temperature update schedules were adjusted to obtain the highest marginal
likelihood (o = 0). The table indicates that the marginal likelihood of Flat-start was low-
est for the Bayesian methods. This is because HMMs were initialized by inappropriate
initial posterior distributions using no phoneme boundaries. Although DAEM also used
no phoneme boundaries, the marginal likelihood of DAEM was improved from that of
Flat-start. This indicates the DAEM algorithm effectively solved the local maxima prob-
lem. Mtree obtained the highest marginal likelihood of the Bayesian methods. More-
over, Mtree could achieve a higher marginal likelihood than the methods using label
information (Labell0 and Label200). This demonstrates that the method using multiple
model structures could estimate more reliable posterior distributions than the conventional
Bayesian methods.

Figure 6.5 shows the phoneme accuracy for each method. The temperature schedules
were adjusted to obtain the best phoneme accuracy (DAEM(ML): o = 0, Mtree(ML):
a = 1, DAEM(Bayes): a = 0, Mtree(Bayes): a = 0)J Comparing the ML-based meth-
ods with the Bayesian methods, all Bayesian methods were more accurate than those that
were ML-based. This confirmed the effectiveness of the Bayesian approach for speech
recognition. Similar to the comparison of marginal likelihoods, Mtree achieved the high-
est accuracy of methods using no phoneme boundaries (Flat-start, DAEM and Mtree)
in both criteria. Moreover, the improvement for Mtree was higher than that for DAEM
by comparing the improvements from the ML criterion to the Bayesian criterion between
DAEM and Mtree methods. This means that consistently optimizing the model param-
eters and model structures based on the Bayesian criterion effectively improved recogni-
tion. While Mtree(Bayes) yielded higher accuracy than Labell0(Bayes), Mtree(Bayes)
could not achieve the accuracy of Label200(Bayes). Since Label200 obtained higher
accuracy than Labell0 in both criteria, Mtree(Bayes) might be able to obtain higher ac-
curacy when I adjust the number of iterations or the schedule for temperature updates.

The posterior probabilities of the model structures in Mtree(ML) were in proportion to
the likelihoods obtained by the ML estimates in all model structures. Since a larger model
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Figure 6.4: Upper bound of log marginal likelihood Fj5

structure obtained a higher likelihood in the ML criterion, the largest model structure was
always selected. However, this was inappropriate in most cases due to the over-fitting
problem. A heuristic approach to control the posterior probabilities of model structures
is required to avoid this problem. However, when the number of model structures in-
creases, it is difficult to use such heuristics to obtain an appropriate posterior distribution.
In contrast, Mtree(Bayes) could automatically estimate accurate posterior distributions
of model structures. Figure 6.6 plots the posterior distribution of model structures with
all temperature schedules during the training process. It can be seen that the posterior
probability of the larger model structure (CV-Bayes) gradually increased begin dependent
on the temperature parameter. to estimate the posterior distributions of the model param-
eters and state sequences in the early stages. Since the posterior distribution of the model
structures was automatically estimated based on the Bayesian criterion, I could easily in-
crease the number of model structures without heuristics, and I intend to investigate the
effectiveness of using more than two model structures in future work.
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Figure 6.5: Phoneme accuracy

6.4 Summary

This chapter proposed integrating model structures based on the Bayesian framework for
speech recognition. The proposed method not only treated state sequences and model pa-
rameters but also model structures as latent variables. Furthermore, deterministic anneal-
ing was applied to the proposed framework for relaxing the local maxima problem. The
speech recognition experiment demonstrated the proposed method could automatically
estimate reliable posterior distributions of model parameters and an adequate posterior
distribution of model structures. I intend to investigate what effect increasing the number
of model structures will have in future work and consider optimizing the training process.
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Appendix A

Derivation of Bayesian framework
using multiple model structures

A.1 Parameter estimation based Bayesian framework us-
ing multiple model strucutres (diagonal matrix)

The marginal likelihood is defied as:

PO)=) > / / P(O, Z,m, A ALYIA @AY (A.1)
m Z

P(0,Z,m, A, A})) = P(m)P(A) | m)P(A)P(Z | A)P(O | m, Z,A)).
(A2)

The lower bound of the free energy function F is derived by using the Jensen’s inequarity.
L(0) =log P(O)

:1ogZZ//P(O,Z,m,A<a>,Ag;>)dA<a>dAg;>
m Z

P(O, Z,m,A@ AD)
> Q(m, Z, AW AW log U R dA@DdA®)
;;/ / ( ) Q(m, Z,A@, AL

_r (A.3)

Because of the lower bound contains the joint probability, maximizing the lower bound is

intractacble. Thus, the following constraint is given:
Q(m, Z, A AD) = Q(Z)Q(m)Q(A, | m), (A4)
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where model parameter AY depends on model structure m.

F= ZZ//Q Z)Q(m)Q(A,, | m)log P(O, Z,m, A AD)dA@dA®)
-3 losQm) = 3 Q(Z) g Q(2) - [ @) 0g @(A)aa®

= 3oam) [ QAR | m)log QAL | m)dal. (A3)
By maximizing the lower bound, Q(m), Q(Z),Q(A(a)),Q(AgfL) | m) are obtained:
Q(m) = C, P(m) exp Z/Q O | 'm)log P(O | Z,m, AD)dA®)
+ [ QAR | m)log PAY [m)da® — [ QY |m)log QA | m)daR}
(A.6)
Q(Z) = Czexp Z/Q O 1 'm)log P(O | Z,m, AD)dAD (A7)

/ QA D) log P(Z | A@)dA a>} (A.8)
QA@) = O P(A exp{ZQ Vlog P(Z | A a>)} (A.9)
QY | m) = C,w P(AY | m) eXp{ZQ )log P(O | Z m,Ab>)}, (A.10)

Note only Q(AES) | m) depends on the model structure m. Then, the VB posterior distri-
butions Q(m), Q(Z), Q(A), Q(A AP | m) are adopted to the upper bound F.

F= ZZ/Q ® | m)log P(O | Z,m, A®)dA®
+ZQ ) log P(m +Z/Q N log P(Z | A®)dA®
/Q A@) log P(A)dA® +Z/Q A | m)log P(AY) | m)dAY)
—Z@ ) log Q(m ZQ )log Q(Z
/ QU log QAAN® =5 [ ama@ag |m)los QY | myda
(A.11)
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Moreover, each entropy of model structures, state sequences, adn model parameters are

obtained:

Z@ )log Q(m

log C,, —i—ZQ )log P(m)

+ZZ/Q (AD | m)log P(O | Z,m, A®)dA®
+ Z / Q(m)Q(AY) | m)log P(AY) | m)dAL)
p / QUm)Q(AL) | m)log Q(AL) | m)dA) (A.12)
ijch) log Q(Z) =
10g0z+ZZ/Q O | m)log P(O | Z,m, AD)dAD
+ 2 [ Q@) ox Pz | A)ir A1)

/ Q(A™)log Q(A)dA@ =1log Cy ) + / Q(A ™) log P(A@)dA@
+Z/Q A log P(Z | A)dA@  (A.14)

> [ @m@u | mlos QA | myan?
=3 Qm)logC Wz/Q QA | m) log P(AY) | m)dA®

+ZZ/Q AY | m)log P(O | Z,m,A)dA® (A.15)
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Thus, the lower bound F is rewritten as follows:

7= ZZ/Q O 1 'm)log P(O | Z,m, AD)dAD
+ZQ )log P(m

/Q )log P(A@)dA@

+Z/Q QA log P(Z | A)dA

+Z/Q & I'm)log P(AD) | m)dAp)
—ZQ )log P(m
_ZZ/Q ® 1'm)log P(O | Z, m, AD)dAY

93 [ @maa | m)log PAY | m)da?

+3 [ @maa | m)log @AY | m)da
—ZZ/@ (A® | m)log P(O | Z,m, AD)dA®
—Z/Q DNlog P(Z | A)dA@

— / Q(A“)1log P(A@)dA@

- Z/Q(Z)Q(A(a))logP(Z | A@)dA®@

zZ

_Z/Ql(m) (A® | m)log P(AY | m)dA®

_ZZ/Q Q(AY | m)log P(O | Z,m,AD)dA®)
—log €y —log Cz — log Cy@
_ ZQ )log €'\ (A.16)
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F =—1logC,, —log Cz — log Cy) — Z Q'(m)log C\)

_ZZ/Q ® 1'm)log P(O | Z, m, AD)dA®
) ZZ/ Q(m)Q(Z)Q (AL} | m)log P(O | Z.m. Af))dA)
—Z/Q AD | m)log P(AY) | m)dAY)

+Z / Q(m)QAY | m)log QAY) | m)dA®

- Z / Q(Z)Q' (A log P(Z | A“W)dA™. (A.17)
From Eq. (A.17), the normalization term C’njl is derived

Cl= Z[ m) exp Z/Q QAY | m)log P(O | Z,m,AD)dA®)
+ [ QA | m)log PAY | m)da?
/ QA® | m)log Q(A® |m)dA(b)}} (A.18)

Note the prior of model strucrues P(m) takes uniform distribution. The seventh term of

Eq. (A.17) could calculate as below.

S [ Q@ [mytog PG [ maat)
= (log P(A = (log P(tim, Sim A.19
<og (A | m)) (o8 Pl4tin, Sin)) (A19)

= (108 N (1tim | Vi (€ Sim) )G (Sim | i Bin) ) (A.20)

Q(Him,Sim)
— <10g/\/(#im | Vim, (fimsim)—1)> + <10g G(Sin | nimvBim)>

QAW |m)

Q(P'imysi'm)
(A21)

Q(N’imysi'm)
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(08N (pin | Vi, (€ Sm) ™))

Q(/l'imysim)

d 1
= ——log(27) + —<10 mszm >
5 108(2m) + 5 (log [¢ ) oty

1 T
= 5T (Gt = Vi) (i —win)™) b (A2)
1 _ _ - _
- ETT [/Q(Sim | ﬁim>Bim)§imSim{/N<p/im | Vim, (&‘msz‘m) 1)
X (Him = Vi) (Him = Vi) " dbtim }dSin | (A.23)
/N(Mzm | Dim> (gzmszm)_l)(l-l’lm - Vim)(“im - Vim)po'im

= Uiy — DV — Vi 4 ViVt + (EimSim) ™ (A.24)

- (ﬁzm - Vim)(ﬁim - Vim)T + (gzmszm)_l (A25)

= /g(sim | Tim» Bim)&mSim{(Z‘m — Vi) (D — Vi) " + (gimsim)il}dsi
(A.26)
(A.27)
= fim(ﬂim - Vzm)(pzm - Vim)T / g(Szm | ﬁimy Bzm)szmdszm + é.zmgl;nll
(A.28)
= TimBi &im Pim — Vi) i — Vi) " + Em&in 1 (A.29)

(1gl6mSinl) = [0S | Tuns Bun) 05 €1 SinldSin (A30)

_ / G(Sim | Tioms Bim) 108 | Som|dSim + 10g [€2 | (A31)

— log [€L | +1og 2 — log | Bi| + dW (772m> (A.32)

m
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By adopting Eqgs. (A.29) and (A.32) to Eq. (A.22), each terms could represent as follows:

<10g~/\/(uzm | Vim, (gimsim)_1)> (ASS)

Q(H’iwn 7Si77L)

1 — Nim
_ —glog(%) + 5{log lgt | + log 2" — log | By | + v (2" ) |
|

- §T7” (ﬁimBi_W}fim(Dim — Vim) (Ui, — V’im)T + ézméz_nij) (A.34)

lo g Szm im;Bim >
(108G(Sim | D ot s

= /Q(Sim | Tims Bim) /N(Hzm | Uim, (EmSim) ) 102 G (Sim | ims Bim ) AbimdSim
(A.35)

_ / G(Sim | Thms Bim) 108 G(Sim | Nions Bom) S, (A.36)

— Nim, ].

=log Cg + (n;m — 1){log 2¢ —log | By | + dq/<ﬁim)}

2
- %TT<BZ"" / G(Sin | Tl Bun) SindlSi ) (A38)
iy B b (3 ()

(A.39)
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:—%llogm) {10g|£ | +log2* 10g|Bim|+d‘I’<ﬁ;m>}

Him;im

1 _
Nim d — Thim 1 R
+ 5 1)< log 2% —log|Bjy| + dV¥ 5 — §T7" B.nimB,,,
(A.40)
m 1 = _im
2 |£ | —l—logC +T{log2d—log\Bim!+d\I/<n2 )}
1 _ 1 _
— §T7‘ <ﬁimBi7n€im(ﬁim — Vim) (Vi — Vim>T + 5im£;7r31> — §T7” <BimﬁimBi_n}>
(A.41)
:—logfé}m\ 10g27r—|—n2 log | Bim| — 772 log2—dlogF<n2 )
———log2 — log | B;, — U (—)
g log 5 108 |Bim| + —— 5
1 _ _ 1 _
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(A.42)
=— log &im | — log 27 — 3 log 2 + n2 log | Bim|
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— §T7“ <ﬁimBi_nﬁ}€im(’7im — Vim) (Vi — Vim)T + fimgi_mll> — §T7" <Bz‘mﬁimBi}1>
(A.43)
The eighth term of Eq. (A.17) could be represented:
> [ @man? | mtog @ [ maat
— (10g Q(A®) | m > - <lo ims Sim > A44
< QAR [m) o = (108 QUi Sun)) (A44)
= (108 N (i | Do (EmSin) )G (St | Tom, Bin)) (A45)
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— émé?{,jf =7 (A.52)
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_ / G(Sim | i Bim) 108 | Sim|dSim + log |E4 | (A.54)
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By adopting Eqgs. (A.52) and (A.55) to Eq. (A.47), each terms could represent as follows:

(108N (i | Bi, (& Sion) ™)) (A.56)

Q(.u'imysim)
d 1 = > Nim 11— 1 A
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Appendix B

Software

-8 HMM-based Speech Synthesis System (HTS) - Home

[ Front page ] [ Edit | Freeze | Diff | Backup | Upload | Reload ] [ New | List of pages | Search | Recent changes | Help ]

Contents Welcome! '
» Home
s History The HMM-based Speech Synthesis System (HTS) has been being developed by the HTS working group and
» Download others (see Who we are and Acknowledgments). The training part of HTS has been implemented as a modified
: Egﬁgzi\edgments version of HTK and released as a form of patch code to HTK. The patch code is released under a free software
» Who we are license. However, it should be noted that once you apply the patch to HTK, you must obey the license of HTK.
. \F{S“]ﬁlﬂcgﬂ‘zs Related publications about the techniques and algorithms used in HTS can be found here.
.
: gig'}%é‘gf‘ts HTS version 2.1 includes hidden semi-Markov model (HSMM) training/adaptation/synthesis, speech parameter
» Extensions generation algorithm considering global variance (GV), SMAPLR/CSMAPLR adaptation, and other minor new
» Contact features. Many bugs in HTS version 2.0.1 were also fixed. The API for runtime synthesis module, hts_engine

API, version 1.0 was also released. Because hts_engine can run without the HTK library, users can develop their

Links own open or proprietary softwares based on hts_engine. HTS and hts_engine API does not include any text
s HTK analyzers but the Festival Speech Synthesis System, DFKI MARY Text-to-Speech System, or other text analyzers
» SPTK can be used with HTS. This distribution includes demo scripts for training speaker-dependent and speaker-
» hts_engine API adaptive systems using CMU ARCTIC database (English). Six HTS voices for Festival 1.96 are also released.
. E:z{c’;‘( They use the hts_engine module included in Festival. Each of HTS voices can be used without any other HTS
» DFKI MARY tools.
» STRAIGHT
» Galatea For training Japanese voices, a demo script using the Nitech database is also prepared. Japanese voices trained
: JBL;\!}JZSBId Challenge by the demo script can be used on GalateaTalk, which is a speech synthesis module of an open-source toolkit
» ISCA SynSIG for anthropomorphic spoken dialogue agents developed in Galatea project. An HTS voice for Galatea trained by
the demo script is also released.
recent(10)
2010-01-12 !
» Download News! *
2010-01-06
» Extensions
2010-01-04 s December 25, 2009
» Acknowledgments
» History HTS version 2.1.1 beta was released to the hts-users ML members.
» Home
2009-10-01
2 Who we are * August 27, 2009
?']T[ﬂsz[\'rz{ﬁirs The first HTS meeting in Interspeech 2009.
meeting
2009-09-14 * May 22, 2009
» Tutorial
2009-03-14 HTS-Demo for Brazilian Portuguese is released.
s Publications
2009-01-01 « March 16, 2009
» Mailing List
Total: 31151 Prof. Keiichi Tokuda & Dr. Heiga Zen have a tutorial about HMM-based speech synthesis at Interspeech

2nna

Figure B.7: HTS: http://hts.sp.nitech.ac.jp/
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