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Abstract

Porous materials, such as activated carbons, silica gels, and zeolites, are industrially important

resources. The porous materials are widely used such as catalyst, catalysts-supports,

adsorbents, separators, and electric double-layer capacitor electrodes. In this dissertation, a

novel structure characterization method was proposed for mesoporous materials having ordered

cylindrical nanopores. In addition, electrical energy storage and photoluminescence properties

of various types of mesoporous carbon-ceramic composite materials were studied.

In Chapter 2, the XRD-based structural characterization method developed in the

present study was described. Using this method, mesopore-diameter and density of frame-work

structure can also be determined from powder XRD pattern, in addition to the previously

determined structural symmetry and pore-to-pore distance (i.e. unit-cell constant a). It was

demonstrated that this XRD analysis can be performed even for samples immersed in water.

This means that the XRD method has great potential for in situ experiments that cannot be

performed by electron microscopy or gas-adsorption / desorption isotherm analysis methods.

The XRD method does not require any special measurement environment or pretreatment.

By analyzing N2 adsortption / desorption isotherms and XRD data, structural changes

of various types of mesoporous materials associated with various heat-treatments were

discussed in Chapter 3. It was found that the mesoporous carbon has superior thermal

stability compared to the mesoporous SiO2 samples and mesoporous carbon–SiO2 composite.

Although ordered pore structure of mesoporous SiO2 samples were collapsed below 1000 ◦C

treatment, the structure of mesoporous carbon was maintained even after the 2000 ◦C

treatment. Electrochemical energy storage properties of the heat-treated mesoporous carbons

were studied in Chapter 4. The mesoporous carbon electrode processed at 1200 ◦C showed

good electrode properties for EDLC and LIB application. It was expected that micropores in

the carbon-framework could be used as effective ion-storage sites.

In Chapter 5, lithium-ion storage properties of mesoporous carbon–TiO2 composites
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(MCTs) were investigated. The MCT electrode synthesized at 600 ◦C showed good electrode

performance even at high current-density conditions. This superior electrode performance

seems to come from TiO2(B) crystals in the composite. In order to elucidate lithium-ion

storage mechanisms of the TiO2(B) phase, an in situ XRD observation during galvanostatic

charge / discharge cycling was performed. Reversible structural changes of TiO2(B) during

lithium-ion insertion / extraction were successfully observed in the present investigation.

Although two-steps of two-phase equilibrium reactions and a following solid-solution-type

lithium insertion reaction occurs at charge / discharge cycling, its crystal structure was almost

maintained in contrast to well-known anatase-type TiO2 electrodes. The manner of unique

structural changes, and ideal ion-diffusion pathway of TiO2(B) crystals seem to play an

important role for the good rate-performance and cyclability of the MCT electrodes.

In Chapter 6, photoluminescence properties of oxidized mesoporous carbon–SiO2

composites (oxMCSs) were investigated. Even though the oxMCSs do not contains any

transition-metal or rare-earth elements, the composites showed strong visible-white-light

under 365 nm UV-light exposure. The shapes of photoluminescence spectra were close to

the spectrum of sun-light, and the spectra of oxMCSs covered almost entire visible-range

(400–800 nm). It was found that the color of luminescence can be varied with changing

preparation conditions such as carbonization temperature, oxidation temperature, and duration

of oxidation-treatment. Although detailed luminescence mechanisms have not been elucidated

yet, carbon-fragments in the composites seem to play an important role for luminescence.

In order to discuss a possibility of carbon-fragment based luminescence in the oxMCSs,

nano-sized graphene (graphene nano-fragments) were prepared by using pentacenes as a

precursor (Chapter 7). By optimizing preparation methods, polymerized pentacene molecules,

which would be regard as graphene nano-fragment, were obtained up to octamer. First

principle calculations revealed that such polymerized pentacene molecules have a unique

electronic-structure. The obtained nano-fragments showed strong visible-luminescence under

UV-irradiation, and the luminescence color was changed with synthetic condition.

The results shown in Chapter 3 to Chapter 7 indicate that the mesoporous
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carbon-ceramic composites have hopeful-potential for energy storage and conversion

applications.
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Chapter 1

General Introduction

1.1 Ordered Mesoporous Materials

1.1.1 Overview

Porous materials, such as activated carbons, silica gels, and zeolites, are industrially important

resources. The porous materials are widely used such as catalysts, catalysts-supports,

adsorbents, and separators. It is well known that the properties of porous materials are highly

depending on their pore-size, and pore-alignment. According to the IUPAC’s recommendation,

porous materials are classified into three categories based on their pore-diameter d:

microporous materials (d < 2 nm), mesoporous materials (2 nm< d < 50 nm), and

macroporous materials (50 nm< d) as shown in Figure 1-1.

Ever since the discovery of surfactant-template synthesis methods, ordered

mesoporous materials have generated tremendous interest.1) Because of their unique and

controllable nanostructure, ordered mesoporous materials are expected to be used in various

fields of application, such as catalysts,2–5) adsorbents,5, 6) drug derivery,7, 8) sensors,8, 9) and in

energy conversion and storage.10–12) Vigorous researches are still performed in the present day.

1.1.2 Synthesis

In 1992, Mobil’s researchers report a synthesis procedure for a mesoporous SiO2 called

MCM-41.13) The MCM-41 material has hexagonally-aligned uniform cylindrical-pores with

about 2 nm in diameter. In the MCM-41 synthesis, well-aligned cylindrical micelles consisting

of a surfactant (Cetyl trimethyl ammonium bromide, CTAB) were used as a mesopore-template.

1



Figure 1-1 Porous Materials.

By performing sol-gel polymerizations of silica-precursor at the micelle surfaces, an ordered

SiO2–micelle composite is obtained. The surfactant micelles, which used as a template of

mesopores, are easily removed by extraction or calcination process.

By changing the size of surfactant molecules, the size of mesopores are easily

controlled. Furthermore, in addition to the commonly known MCM-41 type silicas, various

kinds of mesoporous materials with different structural symmetries14–22) and framework

compositions23–29) have been synthesized over the last twenty years.

In addition to the mesoporous ceramics prepared by the sol-gel reaction of inorganic

precursors, mesoporous materials having organic-framework are also synthesized by using

thermosetting polymers as structural backbones. Furthermore, by carbonizing the mesoporous

polymers, mesoporous carbons are also obtained. In addition to the simple mesoporous

materials having single framework-component, more complicated “mesoporous composites”

are also prepared. For example, Liu et al. reported a mesoporous carbon–SiO2 composite

synthesized by a novel procedure called “triconstituent co-assembly method” in 2006.30)

By performing post-oxidation or post-etching treatment, unique mesoporous carbon and

mesoporous SiO2 are obtained from the carbon–SiO2 composite, as illustrated in Figrue 1-2.
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1.1.3 Structural Characterization

Needless to say, the structural characterization of ordered mesoporous materials is essential

in researching their applications. Direct observations using transmission electron microscope

(TEM) or scanning electron microscope (SEM), gas adsorption / desorption isotherm

analysis, and small-angle powder X-ray diffraction (XRD) are commonly used structural

characterization methods for ordered mesoporous materials.

Of these techniques, TEM observation is the most direct and most commonly used

method. In addition to the normal 2D transmission micrographs, 3D structural images can

also be obtained using a recently developed electron tomography technique.14–21) However,

specialized experience is required for exact analysis because TEM images are strongly

affected by various experimental conditions, such as focus settings, sample thickness, and

electromagnetic lens aberrations.31) Furthermore, the TEM method is unsuitable for statistical

analysis, because the images contain only local information from a selected area. SEM

method is also used for structural observation of mesopore-structure in recent years. With

increasing resolution of SEM equipment, small mesopores less than 10 nm in diameter can be

observed. Compare to the TEM, SEM images are less affected by experimental conditions,

and their images can intuitively be understood. However, the SEM images give us only

surface-information. Furthermore, the SEM method is also unsuitable for statistical analysis.

On the other hand, the gas adsorption-desorption method provides bulk pore

structure information. Specific surface areas estimated by the Brunauer–Emmett–Teller

(BET) method32) and pore-size distributions calculated by the Barrett–Joyner–Halenda (BJH)

method33) are often employ structural information obtained from gas adsorption-desorption

isotherm analysis. In addition to these classical methods, more sophisticated analysis such

as non-localized density functional theory simulation (NLDFT)34–37) and grand canonical

Monte Carlo calculations (GCMC)38–40) have also been used in recent years. However,

structure parameters obtained by the gas adsorption-desorption methods are strongly dependent

on their calculation models. Moreover, structural ordering cannot be determined by gas

4



adsorption-desorption methods alone.

Small-angle powder XRD is often used to counter this disadvantage of the gas

adsorption-desorption methods. From the XRD peak positions, structural symmetry and the

distances between adjacent pores have been determined. However, quantitative discussions of

XRD peak intensities have not often been reported.

1.2 Electrochemical Energy Storage

1.2.1 Lithium-ion Battey

1.2.1.1 Overview

Lithium-ion batteries (LIBs) have the highest energy density compared to other commercialized

rechargeable batteries such as lead-acid-, nickel-cadmium, and nickel-metal hydride-batteries

as shown in Figure 1-3. Ever since the initial commercialization by Sony in 1991, the market for

LIBs has been rapidly grown with exploding demands for portable electronic devices such as

cell-phones, digital cameras, and laptop computers. In recent years, the LIBs are also received

a lot of attention as a power source for electric vehicles (EVs),renewable energy storage, and

smart grid applications.

LIBs consists cathode, anode, separator, and organic electrolyte. As schematically

illustrated in Figure 1-4, Li-ions in LIBs move from the anode to cathode during discharge,

and from the cathode to anode during charge. In the most typical LIB cell, lithium cobaltate

(LiCoO2) and graphite (C) are used as cathode and anode materials, respectively. In this cell,

the reaction schemes are expressed as follows:

(cathode) 2Li0.5CoO2 + Li+ + e− � 2LiCoO2

(anode) LiC6 � C6 + Li+ + e−

(total) 2Li0.5CoO2 + LiC6 � 2LiCoO2 + C6

where, right-arrows and left-arrows represent discharge and charge reactions, respectively.

Since graphite can store Li-ions up to LiC6, theoretical capacity of the graphite anode is

5



Figure 1-3 Energy densities of commercialized rechargeable batteries.

Figure 1-4 Schematical illustration of lithium-ion battery cell.
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Figure 1-5 Anode materials for lithium-ion batteries.

calculated to be 372 mAh g−1. On the other hand, LiCoO2 cathode release Li-ions until the

electrode becomes Li0.5CoO2 composition, i) and theoretical capacity of the LiCoO2 cathode

is calculated to be 137 mAh g−1. In this combination, the cell-voltage is 3.6 V.

As shown in Figure 1-5, various types of materials have been studied as

anode-material for LIBs. From a fundamental viewpoint, anode material having larger lithium

storage capacity and lower lithium insertion / extraction voltages are better anode material.

However, other parameters such as safety, costs, cycleability, coulombic efficiency, and power

density are also important factors for practical applications. Since the demands for the batteries

are highly depend on its application field, we cannot easily define which material is the most

excellent anode. Material selection with considering its advantages and disadvantages should

be important. In following contents, the author would like to introduce carbons and TiO2 as

anode active materials for LIBs.

i) Actually, LiCoO2 is able to release Li-ions until Li0CoO2 composition. However, such a highly delithiated state

is unfavorable due to poor-cycling performance.
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Figure 1-6 Schematic illustrations of lithium-intercalated graphite.

1.2.1.2 Carbon Anodes

High crystallinity graphite is the most commonly used anode material for LIBs. In the case of

graphite electrode, lithium-insertion / extraction reactions occurs at < 0.25 V vs. Li /Li+, and

shows reversible capacity of 300–370 mAh g−1 under typical operating conditions. At the first

charge process, irreversible reactions occurs under 1 V vs. Li /Li+. This irreversible reaction is

attributed to electrolyte-decompositions at the graphite surfaces. The decomposed electrolytes

forms lithium-conductive but electron-insulating passivation films, called SEI (solid-electrolyte

interphase), on the graphite surface. At the graphite electrode, Li-ions are stored between

stacked graphene layers, and forms graphite-intercalation compounds (GIC) as illustrated in

Figure 1-6. The lithium intercalation process on graphite was well-studied by using XRD and

Raman-spectroscopy, and revealed that the graphite can store Li-ions up to stage-1 structure

(LiC6). The structure of GIC is gradually changed with stepwise two-phase equilibrium

reactions during lithium-insertion and extraction process.41, 42)

Non-crystalline carbons have also been studied as Li-storing anode material.

Generally, the non-crystalline carbons are divided into “hard-carbons” and “soft-carbons”
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Figure 1-7 Li clusters formed in hard-carbon electrodes.

according to their ease of graphitization accompanied by heat-treatments. Due to their

superior properties of low-cost, high-capacity and small-volume expansion associated with

Li-insertion / extraction, hard-carbon anodes are expected to be used for large-scale LIBs. As

shown in “carbons” in Figure 1-5, lithium-storage capacities of hard-carbons are much larger

than graphite. Such a high-capacity of hard-carbons seems to be explained by their unique

ion-storage sites. According to the previous reports using 7Li solid-state nuclear magnetic

resonance spectroscopy (NMR), in addition to the normal ionic lithium-ions, semi-metallic Li

clusters are also observed in fully-lithiated hard-carbon electrodes. The observed Li-clusters

seem to be stored in nanopores of hard-carbons as illustrated in Figure 1-7. However,

the detailed relationships between nanopore-structure and Li-clustering are still unexplained.

Furthermore, hard-carbon anodes have some problems: irreversible capacities at the first

cycle are much larger than graphite electrode, and large-hysteresis are observed in their

charge-discharge profiles. Such problems cause significant energy-loss, and need to be

overcome.
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1.2.1.3 TiO2 Anodes

In commonly used LIBs, graphite is used as an anode material. However, the lithium storage

potential of graphite ( 0.1 V vs. Li /Li+) is close to that of lithium plating. This fact is

unfavorable for applications that require high-power operation because the formation of lithium

metal dendrites at contingent overcharged states tends to occur in high-speed charge–discharge

operations, thereby causing internal short circuit in the battery. In addition, the formation

of a solid electrolyte interface (SEI) on the graphite electrodes leads to irreversible energy

consumption in the battery system. Therefore, new types of anode material are strongly desired.

Because of its advantages in terms of cost, environmental friendly, and rate capability, titanium

dioxide (TiO2) has been attracted much attention as an anode material. Since the lithium

storage potential of TiO2 (> 1.5 V vs. Li /Li+) is thoroughly high compared with lithium

plating potential, the risk of dendrites formation is negligible.

Anatase, Rutile, and Brookite are well-known TiO2 polymorphous. As shown in

Figure 1-8, all TiO2 crystals consists TiO6 octahedron, but their manners of connection

and spatial configuration are different in each polymorphous. In these polymorphous,

lithium-storage properties of anatase and rutile have been well-studied due to their easy

synthesis procedure. Anatase-type TiO2 can stably store Li-ions up to Li0.5TiO2 composition,

and its theoretical capacity is calculated to be 168 mAh g−1. Detailed structural and

electrical changes during Li insertion / extraction process have been experimentally investigated

by using XRD, neutron diffraction, Raman spectroscopy, NMR, and X-ray absorption fine

structure (XAFS) measurements.43, 44) On the other hand, lithium storage capacity of bulk rutile

electrodes is very poor (LixTiO2, x < 0.1), probably due to remarkably low diffusion rate of

Li-ions in ab-plane (Dab = 10−15 cm2 s−1).45) However, recent studies showed that Li-storage

capacity of rutile electrodes can dramatically be increased by designing its nanostructure.45, 46)

For example, mesoporous rutile-TiO2 electrode showed very high reversible capacity about

185 mAh g−1.46)

In the researches of TiO2 anodes, TiO2(B) phase attracts a great deal of attention
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Figure 1-8 Crystal structures of (left) anatase, (center) rutile, and (right) brookite. Oxygen

and titanium atoms are shownin red and blue, respectively.

in recent years. Here TiO2(B) is one of TiO2 polymorphous discovered by Marchand et

al. in 1980.47) As shown in Figure 1-9, TiO2(B) is also consists TiO6 octahedron like

anatase, rutile and brookite, but the density of TiO2(B) is much smaller than other TiO2

polymorphous. Compared to other TiO2 polymorphous, which has a similar operating voltage

(about 1.55 V vs. Li /Li+), but the TiO2(B) presents a higher capacity up to 335 mAh g−1.

TiO2(B) is also have attract attentions due to its high-speed lithium insertion / extraction

reaction called pseudocapacitive behavior. Therefore, extensive studies of the TiO2(B)

polymorph have been performed in recent years.48–53) However, detailed lithium storage

mechanisms in TiO2(B) has still not been thoroughly investigated.

1.2.2 Sodium-ion Battey

As mentioned in section 1.2.1.1, the market for LIBs has been rapidly grown. However, lithium

resources are confirmed to be unevenly distributed in South America at the present time. The

cost of the lithium raw materials has roughly doubled from the first commercialization in

1991 to the present54), and it would still increases with dissemination of EVs equipped with

large-scale LIBs. Therefore, development of alternative rechargeable batteries is required.

In this context, sodium-ion batteries (SIBs) should be one of the most promising candidates,

because there is no doubt that the sodium resources are inexhaustible and unlimited everywhere
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Figure 1-9 Crystal structure of TiO2(B). Oxygen and titanium atoms are shownin red and

blue, respectively.

around the world. The electrochemical equivalent and standard potential of sodium are the

most advantageous as post lithium battery.54, 55) However, exploration of new anode materials

is required for SIBs, because the graphite, which is commonly used anode in LIB systems,

cannot form low-stage intercalation compounds (i.e. sodium-storage capacity of graphite is

low) probably due to larger ion-size of sodium compared to that of lithium. Therefore, other

ion-storing strategies which are different from intercalation, is required for SIB anode. In

this context, ion-clustering storage at hard-carbon materials should be effective. Therefore,

extensive studies are performed for hard-carbon electrodes as anode material for SIB. 54, 55)

1.2.3 Electric Double-layer Capacitor

Electric double-layer capacitor (EDLC) is electrochemical systems that are used as energy

storage devices. Scientifically, the expression EDLC is used to describe the accumulation of

charge on the interface of a charged electrode and a surrounding electrolyte. While a classical

dielectric capacitor consists of two parallel surfaces where accumulation of two opposite

charges occurs as the results of applied electric potential, an EDLC consists of one “real”

surface of electronically conducting material (metal, semiconductor, carbon material) and a
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Figure 1-10 Energy density vs. power density plot (Ragone plot) of energy storage devices.

second “virtual” surface that is the inner interfacial limit of the conducting electrolyte solution

phase. The double layer distribution of charges is established across this interfacial region.

EDLC in its simplest configuration consists of two electrodes immersed into electrolyte and

separated by an ion-conduction but electron-insulating membrane. Upon the application of

a potential to one of the electrodes the ions of the opposite sign travel from the bulk of the

electrolyte and accumulate on its surface in a quantity proportional to the applied voltage,

forming a so-called electrical double layer. This double layer consists of an electrical space

charge from the electrode side and an ion space charge from the electrolyte side.56)

Since physical charge storage remains the dominant mechanism in EDLCs, they are

capable of fast delivery of stored charge without any limitation caused by the electrochemical

kinetics found in batteries. They are therefore characterized by very high power density

and long cycle life, which makes them particularly useful for high power applications.

In applications that require high energy and high power delivery, EDLCs can be used to

complement the lithium ion rechargeable batteries, which provide high energy density but low

power density (see Figure 1-10). On the other hand, the major drawback of EDLCs is their

lower energy density, which is bound by the available surface area for ion adsorption, resulting

in less energy stored per unit mass compared to that of rechargeable batteries.
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1.3 Luminescent Materials

In the field of lighting and display application, the development of white-light sources,

possessing high luminous intensity and high efficiency, has aroused great interest.57) In

particular, because of their low energy consumption, light-emitting diodes (LEDs) have

attracted a great deal of attention.58–60) Currently, two types of modules are commonly used

to generate LED-based white light: multi-chip type and single-chip type. The multi-chip

type consists of individual red, green, and blue (RGB) LEDs; white light is produced by the

combination of these three colors. Due to such sophisticated system, the products should be

expensive. On the other hand, the single-chip type uses phosphor materials to convert the

monochromatic light of a blue or ultraviolet (UV) LED to a broad white-light spectrum as

shown in Figure 1-11. For example, due to their high luminous efficacy, a combination of a

blue LED and Ce3+-doped yttrium aluminum garnet (Ce3+:YAG) yellow phosphor has been

widely used for various applications.59) However, the commonly available phosphors used

with LEDs include expensive and/or environmentally toxic metals such as transition metals

and rare-earth elements.61, 62) Furthermore, the color rendering performance of Ce3+:YAG

based pseudo-white LED system is not enough. Although the problem of color rendering

performance becomes negligible owing to recently developed SiAlON or CaAlSiN3 phosphors,

the inorganic phosphors still contain expensive rare-earth elements as luminescent centers.

Therefore, a class of stable, efficient, and inexpensive phosphor materialsthat provide a high

color rendering performance with less toxicity are strongly desired.

1.4 Nanographene

Since the groundbreaking report by Geim et al. in 200463), graphene, which is a single

layer of graphite, has attracted much attention.64–67) With its unique physical and electronic

structure, graphene is expected to be used in next-generation electronic devices,68) sensors,69–72)

transparent electrodes,73, 74) and energy storage devices.75–78) Although graphene samples
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Figure 1-11 Structures of white LEDs using phosphor materials.
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prepared by the mechanical cleaving method proposed by Geim et al.63) have a significant

advantage in terms of quality, the quantity of samples obtained by this method is considerably

limited. Therefore, in recent years, enormous effort has been invested to synthesize large

amounts of graphene. High-quality single- and few-layered graphene sheets have been

successfully grown by the decomposition of silicon carbide,79–82) chemical vapor deposition

on single and polycrystal transition metals,83, 84) and pulsed laser deposition.85, 86) However,

controlling graphene morphology (size and edge structure) with these top-down methods is

still a challenge. Because theoretical studies have predicted that the electronic and magnetic

properties of graphenes are greatly affected by their size and edge structure,87–91) control of

their morphology is essential for graphene applications.

To this end, chemical syntheses based on the bottom-up strategy should be a promising

approach because we can control graphene morphology by designing appropriate precursors.

For example, Simpson et al. reported the synthesis route for a C222H42 molecule with 91

benzene rings using the cyclodehydrogenation reaction of a C222H150 polyphenylene dendritic

precursor.92) Although this approach could be used for large-scale production of graphene-like

molecules of a defined structure, such an organic synthetic route requires many stepwise

reactions.

Another bottom-up approach for graphene synthesis is using direct dehydrogenation

reaction of commonly available polycyclic aromatic hydrocarbon (PAH) precursors. For

example, Talyzin et al. recently reported the thermal polymerization of coronene (C24H12)

molecules.93) However, the exact molecular size and structure of the polymerized products

were not well determined probably because of the large variety of product molecules. Because

coronene has an isotropic zigzag edge structure, we cannot control growth direction and

morphology. A promising method for controlling graphene morphology with PAH precursors

is a template method that uses single-walled carbon nanotubes (SWCNTs) as a reactor.94–97)

Long-length and width-defined graphene nanoribbons (GNRs) can be synthesized by this

method. However, the extraction of GNRs from SWCNTs is still a difficult task. To

synthesize GNRs without using a structural template, we should use PAH precursors with
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an anisotropic edge structure. Recently, Cai et al. reported a method of fabricating GNRs

from PAH molecules having -Br groups at the zigzag edge.98) Here, the -Br groups were used

as structural directing milestones for graphene growth. Moreover, some of the acenes (PAH

molecules composed of linearly fused benzene rings) seem to polymerize in a definite direction

without any special functional groups. For instance, a fusing reaction of pentacene (C22H14)

molecules was reported by Roberson et al.99) By heating pentacenes under inert gas flow, a

dehydrogenation condensation reaction occurs at the zigzag edge and a mixture of a pentacene

dimer (peripentacene) and trimer (trisperipentacene) can be obtained.

1.5 Objectives and Outline of This Thesis

As mentioned in Section 1.1.2, various types of mesoporous materials having ordered

frame-work structure can be synthesized by recent technologies. The author thought that by

changing or modifying their framework compositions, mesoporous carbon–ceramic composites

would be used for various types of application fields. Since the advancement of the

energy storage and conversion technology is an essential approach to overcome the global

warming issue that the world is currently facing, various types of mesoporous carbon–ceramic

composites were designed and synthesized to develop superior electrochemical energy storage

and conversion materials in this study.

Since the characterizations of structure of mesopore is essential task in the researche

fields of mesoporous materials, the author proposed novel structural characterization method

using small-angle powder X-ray diffraction (XRD) in Chapter 2. In addition to the previously

determined structural symmetry and pore-to-pore distance, diameter of mesopores and their

density of frame-work can also be determined by using this method. Furthermore, the method

was applied for structure analysis of mesoporous materials heat-treated at various temperatures.

Thermal-stability of mesoporous SiO2, mesoporous carbon–SiO2, and mesoporous carbon

were discussed in Chapter 3.

For energy-storage application, electrochemical energy-storage properties of

mesoporous carbons and mesoporous carbon–TiO2 composites were discussed in Chapters 4
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and 5, respectively, in while, photo-energy conversion (Photoluminescence) properties of

oxidized mesoporous carbon–SiO2 composites were studied in Chapter 6. In the carbon–SiO2

composites, carbon-fragments seems to play an important role for luminescence. In order to

discuss the possibility of carbon-fragment based luminescence, graphene nano-fragments were

synthesized and characterized in Chapter 7.

These results showed that the mesoporous carbon–ceramic composites have

hopeful-potential for energy storage and conversion applications.
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Chapter 2

Structure Determination of Ordered

Mesoporous Materials using X-ray Diffraction

2.1 Introduction

As mentioned in Section 1.1.3, structure analysis based on XRD peak positions is a commonly

used method for ordered mesoporous materials. From the XRD peak positions, structural

symmetry and the distances between adjacent mesopores have been determined. On the

other hand, quantitative discussions of XRD peak intensities have not often been reported.

According to the previous reports100–103), mesopore diameter seems to also be estimated by the

analysis of XRD peak intensities, in addition to the commonly determined structural symmetry

and pore-to-pore distances. Since XRD data provide direct structural information without

any semi-empirical parameters or assumptions which required for gas adsorption / desorption

method, the XRD-based method shold be valuable for ordered mesoporous materials. In

addition, the author believe that the XRD method has great potential for various kinds of

in situ experiments (in situ observatoin under high-pressure, high-temperature, in solution

etc.), because the XRD method does not require any special measurement-environments or

pretreatments unlike electron microscopy or gas-adsorption methods. Therefore, the author

focused on the XRD method in this study.

In 1994, B. P. Feuston et al. reported model structures for MCM-41 silica materials

obtained from molecular dynamics (MD) simulations.100) In their report, XRD pattern

simulations were also performed using optimized atomic coordination obtained from the MD

calculations. They mentioned that the XRD peak intensities are highly dependent on mesopore

diameter and unit cell size. However, no general relationship between XRD peak intensity and
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mesopore diameter was discussed in their paper. Furthermore, XRD pattern calculation based

on MD optimization is not suitable for routine analysis, because the MD simulation requires

significant computational expense. Owing to the dramatic improvements of computational

technology, the problem of calculation cost is gradually fading out in recent years. However, the

MD-based method is still not easy to use, because the method requires sophisticated skill and

knowledge to perform molecular calculation. Fortunately, such an elaborate MD simulation

process may be not indispensable for XRD pattern calculation. W. Schmidt demonstrated that

reasonable XRD pattern simulation can be performed even without optimization of the atomic

position in the model structure.103) This means that the detailed atomic coordination does not

have a significant effect on XRD pattern calculation for ordered mesoporous materials. In the

meantime, M. Impéror-Clerc et al. demonstrated an XRD pattern simulation for SBA-15 silica

materials using a simpler structural model.101) In their paper, the solid framework structure

(amorphous silica region) was approximated by a uniform electron density matrix instead of

by exact atomic configurations. According to their theory, the XRD peak intensity of hkl lines

(Ihkl ) are calculated from a unit cell form factor (F (q)) as follows:

Ihkl = K Mhkl
|F (qhkl ) |2

q2
hkl

(2-1)

where K is a scaling factor used to adjust the peak intensities to match the experimentally

observed intensities, Mhkl is a multiplicity factor for the hkl line, qhkl is the magnitude of the

scattering vector for the hkl line (here, qhkl is calculated using Bragg’s law), and 1/q2
hkl

is the

Lorentz factor for powder diffraction. The form factor was calculated from a Fourier transform

of the electron density distribution in the unit cell. Similar uniform electron density matrix

model was also adapted for MCM-41 silica materials by L. A. Solovyov et al.102) However, the

author believe that the XRD pattern calculation using equation 2-1 may be problematic because

the range of pore ordering (i.e., coherent length, crystallite size) was not precisely considered.

XRD pattern calculation based on the equation 2-1 would be correct only for infinitely-ordered

mesopore samples. Since the XRD peak width, which is indicative of crystallite size, of

mesoporous materials is usually broad (i.e., crystallites are small), such an infinitely-ordered

pore description may be unreasonable.
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Therefore, the author would like to propose a modified XRD calculation model

for ordered mesoporous materials in this section. In this model, the degree of interference

between unit cells (i.e., crystallite size effect) was treated by convoluting the unit cell form

factor function with a Laue-type interference function. In order to test the validity of our

method, various types of ordered mesoporous samples having 2D-hexagonal symmetry were

synthesized, and their XRD patterns were compared with theoretically calculated patterns.

2.2 Experimental Methods

2.2.1 Sample Preparation

2.2.1.1 Synthesis of SBA-15 Mesoporous SiO2

SBA-15 mesoporous SiO2 was synthesized as reported by Zhao et al.104) In this procedure,

we used tetraethoxysilane (TEOS) as a SiO2 precursor, and triblock copolymer Pluronic

P123 (HO(CH2CH2O)20(CH2CH(CH3)O)70(CH2CH2O)20H; BASF) as a structure directing

template. First, 4.0 g of Pluronic P123 was dissolved in a solution of 30 g of water and 120 g

of 0.2 M HCl aqueous solution, and stirred at 60 ◦C for 30 min. Then, 8.5 g of TEOS was

added to the solution. After stirring the mixture for 10 min, it was kept at 35 ◦C for 20 h

without stirring. Then, the mixture was aged at 80 ◦C for 72 h. The generated solid product

was filtered, washed with water and ethanol, and dried in an oven at 140 ◦C for 4 h. To remove

the Pluronic P123 template, the sample was heated in an electric furnace at 550 ◦C for 4 h

under air. In order to avoid mesostructure collapse, the heating and cooling rates were fixed at

5 ◦C min−1. After the heat treatment, the obtained mesoporous SiO2 was ground into a fine

powder with an agate mortar. For convenience, the obtained product was designated as MS1 in

this chapter.
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2.2.1.2 Synthesis of MCM-41 Mesoporous SiO2

MCM-41 mesoporous SiO2 fiber samples were synthesized using tetrabutoxysilane (TBOS)

as a SiO2 precursor, and cetyltrimethylammonium bromide (CTAB) as a structure directing

template.105) First, 2.25 g of CTAB was dissolved in a solution of 32.5 g of water and 125 g of

5 M HCl aqueous solution, and stirred at room temperature for 30 min. Then, 2.7 g of TBOS

was dripped into the solution, and kept at 50 ◦C for 10 days without stirring. The resultant

solid fibers were filtered, washed with water and ethanol, and dried in an oven at 80 ◦C for

12 h. The obtained mesoporous SiO2 was ground into a fine powder with an agate mortar.

In order to remove the CTAB template, two types of post-treatments were performed for the

as-synthesized samples: one was a solvent extraction method, and the other was a combustion

method. In the solvent extraction method, the as-synthesized SiO2 was refluxed with ethanol

in a Soxhlet extractor for 30 h. After the extraction, the sample was dried in an oven at 80 ◦C

for 12 h. The obtained product was designated as MS2. On the other hand, in the combustion

method, the as-synthesized SiO2 was heated in an electric furnace under O2 flow (50 ccm) at

500 ◦C for 5 h. The heating and cooling rates were fixed at 5 ◦C min−1 to avoid mesostructure

collapse. The obtained product was designated as MS3.

2.2.1.3 Synthesis of Resol

The phenol-formaldehyde resin (resol) used as a carbon source was prepared by following

procedure. First, 0.61 g of phenol (65 mmol) was mixed with 1.3 mL of 20 wt.% NaOH

aqueous solution, and stirred at 50 ◦C for 10 min. Then, 10.5 g of formalin (35–38 wt.%

formaldehyde; 120–130 mmol) was slowly added in the solution. After further stirring at

70 ◦C for 1 h, the mixture was cooled to room temperature and neutralized with HCl aqueous

solution to stop the polymerization reaction. Then, in order to remove unreacted phenol and

formaldehyde, vacuum evaporation was performed with rotary evaporator below 50 ◦C. The

obtained resol was diluted with ethanol to obtain 20 wt.% solution. The resol’s ethanolic

solution was kept at about 0 ◦C at least 3 days to precipitate NaCl generated at the neutralization
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step. The NaCl precipitation was removed by decantation before use.

2.2.1.4 Synthesis of Mesoporous Carbon–SiO2 Composite

The mesoporous carbon–SiO2 composite sample was synthesized using the triconstituent

co-assembly method proposed by Liu et al.30) In this procedure, we used phenol-formaldehyde

resin (resol) as a carbon source, TEOS as a SiO2 precursor, and triblock copolymer Pluronic

F127 (HO(CH2CH2O)106(CH2CH(CH3)O)70(CH2CH2O)106H; BASF) as a structure directing

template. First, 0.5 g of Pluronic F127 was dissolved in a solution of 32.0 g of ethanol

and 4.0 g of 0.2 M HCl aqueous solution, and stirred for 15 min. Then 8.0 g of

TEOS and 20.0 g of 20 wt.% resol’s ethanolic solution (synthesis procedure is described

in Section 2.2.1.3) was added in the solution. After stirring the mixture for 2 h, it was

transferred into polytetrafluoroethylene (PTFE) dishes. The dishes were maintained at 40 ◦C

for 24 h to evaporate ethanol. Subsequently they were kept at 100 ◦C for 24 h to attain

thermo-polymerization. The polymerized product was carbonized by heating in an electric

furnace under N2 flow (30 ccm) at 900 ◦C for 1 h following elimination of Pluronic F127 by

heating at 400 ◦C for 2 h. The heating and cooling rates were fixed at 1 ◦C min−1 to avoid

mesostructure collapse. After the carbonization, obtained mesoporous carbon–SiO2 composite

was ground into a fine powder with an agate mortar. The obtained product was designated as

MCS.

2.2.2 Structural Characterization

The nanostructures of the obtained samples were observed using a JEOL JEM-z2500

transmission electron microscope operated at 200 kV. The removal of surfactant molecules

used as a structure directing template was confirmed by thermogravimetric (TG) analysis

using a Shimadzu TGA-50 instrument. The TG analysis also determined the carbon /SiO2

ratio of the MCS sample. Nitrogen adsorption / desorption isotherms at 77 K were measured

using a Shimadzu Gemini 2375 instrument. Prior to the isotherm measurements, the samples

were heat treated at 200 ◦C under vacuum (< 3 Pa) for at least 1 h to remove adsorbed
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moisture. The specific surface areas (SBET) were estimated using the Brunauer–Emmett–Teller

(BET) method32) and the adsorption data in the relative pressure (P / P0) range from 0.05

to 0.16. The total pore volumes (Vtotal) were calculated using the Gurvich rule at P / P0 =

0.97. The αs-plot method was used to estimate the micropore (Vmicro) and mesopore (Vmeso)

volumes. In the αs analysis, adsorption isotherm data for the LiChrospher Si-1000 SiO2

reported by Jaroniec et al.106) was used as the reference adsorbent. The pore-size distributions

were calculated based on an analysis of the adsorption branch of the isotherms using the

Barrett–Joyner–Halenda (BJH) method.33) In the BJH calculation, the Kelvin radius (rK) and

statistical film thickness of the N2 adsorbed layer (t) were estimated using the Kelvin equation

(equation 2-2) and the Halsey equation (equation 2-3), respectively.

rK = − 2γVL

RT ln (P/P0)
(2-2)

t = 3.54

[
− 5

ln (P/P0)

]1/3

(2-3)

where rK is expressed in Å, γ is the surface tension of the liquid N2 (8.88 × 10−3 J m−2),

VL is the molar volume of the liquid N2 (3.468 × 1025 Å3 mol−1), R is the ideal gas constant

(8.8314 × 1020 J Å2 K−1 mol−1 m−2), and T is the absolute temperature of adsorption (77 K). t

is expressed in Å. In this paper, the primary mesopore diameter determined by the BJH method

is designated as DBJH. Since the traditional BJH method tends to underestimate mesopore

diameter,34, 107) a modified BJH method proposed by Kruk, Jaroniec, and Sayari (BJH–KJS

method107)) was also used in this study. In the BJH-KJS calculation, a modified Kelvin equation

developed for N2 adsorption on SiO2 samples with cylindrical mesopores (equation 2-4), and

a Harkins–Jura type equation (equation 2-5) were used to calculate rK and t, respectively.

rK = − 2γVL

RT ln (P/P0)
+ 3 (2-4)

t =

[
60.65

0.03071 − log (P/P0)

]0.3968

(2-5)

The primary mesopore diameter estimated by the KJS method is designated as DKJS in this

paper.
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Powder XRD measurements were carried out using a Rigaku Nano-Viewer

diffractometer, equipped with a two dimensional (2D) imaging plate detector (Rigaku R-AXIS

IV++), using Cu Kα radiation (λ = 1.54 Å) as an incident beam. The XRD measurements

were performed in transmission geometry as shown in Figure 2-1. Camera Length was set

to 700 mm. Lindemann glass capillary tubes (Hilgenberg; φ = 0.5 mm) were used as

a sample container, and the typical exposure time was 30 min. For MCM-41 (MS2 and

MS3) samples, XRD measurements using synchrotron radiation were also performed to obtain

high-quality diffraction patterns. The synchrotron XRD measurements were performed using

beam line BL-18C at the Photon Factory (PF) in the High Energy Accelerator Research

Organization (KEK), Tsukuba, Japan. The synchrotron radiation beams emitted from an

electron storage ring operated at 2.5 GeV were monochromatized by a Si(111) double-crystal

monochromator and collimated by a pinhole collimator 100 μm in diameter. The incident

X-ray wavelength for these measurements was λ = 0.613 Å. Each diffraction pattern was

collected using a 2D imaging plate detector (Fujifilm; 200 mm × 250 mm) located 500 mm

behind the sample position. GE Healthcare Typhoon FLA7000 imaging plate reader was used

to digital conversion. The typical exposure time was 5 min. Lindemann glass capillary tubes

(Hilgenberg; φ = 1.0 mm) were used as a sample container. Prior to the measurements, the

incident X-ray wavelength and the distance from the sample to the imaging plate detector were

calibrated using the XRD peaks of a CeO2 powder by the double cassette method.108) Prior to

further analysis, the obtained XRD intensities Iobs(2θ) were corrected for polarization factor

p(2θ), geometric factor for the 2D flat plate detector G(2θ) = cos3 2θ,109) dark current noise

of the detector Idark, transmission factor, and background scattering from a blank capillary and

air Iback(2θ) as follows:

Icorr (2θ) =
1

p (2θ) G (2θ)

{
I0

Is
[Iobs (2θ) − Idark] − I0

Ib
[Iback (2θ) − Idark]

}
(2-6)

where Icorr (2θ), I0, Is, and Ib are the corrected XRD intensity, incident X-ray intensity, X-ray

intensity after transmission through the sample, and X-ray intensity after transmission through

the blank capillary, respectively. All XRD measurements were performed at room temperature.
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2.3 Theoretical Basis

2.3.1 Theoretical XRD Pattern for Ordered Mesoporous

Materials with 2D-Hexagonal Symmetry

In this section, theoretically derivation of powder X-ray diffraction patterns of ordered

mesoporous materials with 2D-alingned cylindrical pores are performed. Here, the author

assume the structure model shown schematically in Figure 2-2(A). In this model, empty

cylindrical mesopores (radius: R; length: L) are hexagonally aligned in a uniform amorphous

matrix (density: ρ1; average atomic X-ray scattering factor: f1(q)).

The diffraction intensity from a non-oriented powder crystalline sample, I (q), would

be calculated using a unit cell form factor F (q) in the following manner:

I (q) ∝ |F (q) |2 L (q)
∑
h, k, l

MhklGhkl (q) (2-7)

where q is the magnitude of the scattering vector (q = 4π sin θ / λ), θ is the scattering angle, λ is

the X-ray wavelength, L(q) is the Lorentz factor for powder diffraction (L = 1 / (sin2 θ cos θ)),

Mhkl is the multiplicity factor of the hkl diffraction line, and Ghkl (q) is the Laue function

representing the interference between unit cells. Since the exact form of the Laue function

is not appropriate for numerical calculations, Ghkl (q) was approximated by a pseudo Voigt

function in this study. The pseudo Voigt function G′
hkl

is the sum of a Gaussian profile and a

Lorenz profile, and can be expressed as

G′
hkl (q) = η

2
w

√
ln 2
π

exp

[
−4 ln 2

( q − qhkl
w

)2
]
+ (1 − η)

2
πw

[
1 + 4

( q − qhkl
w

)2
]−1

(2-8)

where w is the full-width-at-half-maximum (FWHM), η is the Gaussian /Lorenz ratio, and

qhkl is the scattering vector at the Bragg’s angles of the hkl line. Note that such pseudo Voigt

type peak profile functions are often used in Rietveld refinements for powder XRD analysis.

In the meantime, for 2D-hexagonally aligned mesoporous materials, only l = 0 (i.e. hk0)

diffraction lines are observed. Therefore, diffraction indices are represented by two digits in
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the following parts. In this time, the scattering vector at the Bragg’s angles of the hk line qhk

can be expressed as

qhk =
4π
a

√
h2 + hk + k2

3
(2-9)

where a is a unit cell lattice constant that represents the interval of adjacent mesopore centers.

The multiplicity factors of h0, hh, and hk (h � k, k � 0) diffraction peaks become 6, 6, and

12, respectively.

The form factor F (q) can be calculated on the basis of the structure model shown in

Figure 2-2(A). In this study, we considered a shifted unit cell (indicated by II in Figure 2-2(A)),

instead of the commonly used version (indicated by I in Figure 2-2(A)). As shown in

Figure 2-2(B), F (q) may be expressed as follows:

F (q) = ρ1 f1 (q) Fmatrix − ρ1 f1 (q) Fcylinder (q) (2-10)

where Fmatrix(q) and Fcylinder(q) represent structure factors of the uniform matrix and of the

cylinder (radius: R, length: L), respectively. The structure factors could be calculated from a

Fourier transform of the atomic (or more principally electron density) distribution. Since the

Fourier transform of a constant value, that representing the uniform matrix, becomes a delta

function δ(q), the Fmatrix(q) terms would be replaced by zero, except for in the q = 0 case.

Therefore, equation 2-10 can be rewritten as

F (q) = −ρ1 f1 (q) Fcylinder (q) (2-11)

Taking mesoporous SiO2 as an example, f1(q) may be expressed as

f1 (q) =
1
3

fSi (q) +
2
3

fO (q) (2-12)

where fSi(q) and fO(q) represent the atomic scattering factors of Si and O, respectively.

Although practical values of atomic scattering factors have been tabulated in the International

Tables for Crystallography,110) the fa (q) term would be ignored in practical calculations since

the atomic scattering factors of light atoms (such as Si, O, and C) are approximately constant
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in the small-angle region. In the meantime, Fcylinder(q) would be expressed as follows:

Fcylinder (q) =
∫

exp (−iq · r ) dv (2-13)

=

∫ L/2

z=−L/2

∫ R

r=0

∫ 2π

φ=0
r exp (−iq · r ) dφdrdz (2-14)

where r (z; r; φ) is the positional vector in the cylinder. In a cylindrical coordinate system (see

Figure 2-3), q and r may be represented as follows:

q =

⎛
⎜⎜⎜⎜⎝

q⊥
0

q‖

⎞
⎟⎟⎟⎟⎠ (2-15)

r =

⎛
⎜⎜⎜⎜⎝

r cos φ

r sin φ

z

⎞
⎟⎟⎟⎟⎠ (2-16)

where, q⊥ is the q component perpendicular to the direction of cylindrical axis (c axis in

Figure 2-2(A)), and q‖ is the q component parallel to the direction of cylindrical axis. In

this case, q · r is expressed as “q⊥r cos φ + zq‖”. Thus, equation 2-14 is rewritten as follows:

Fcylinder (q) =
∫ L/2

z=−L/2

∫ R

r=0

∫ 2π

φ=0
r exp

[−i
(
q⊥r cos φ + zq‖

)]
dφdrdz (2-17)

=

[∫ R

r=0

∫ 2π

φ=0
r exp (−iq⊥r cos φ) dφdr

] [∫ L/2

z=−L/2
exp

(−izq‖
)

dz

]
(2-18)

The radial component F⊥ (q⊥), written in the left side bracket in equation 2-18, becomes as

follows:

F⊥ (q⊥) =
∫ R

r=0

∫ 2π

φ=0
r exp (−iq⊥r cos φ) dφdr (2-19)

=

∫ R

r=0
r

[∫ 2π

φ=0
exp (−iq⊥r cos φ) dφ

]
dr (2-20)

=

∫ R

r=0
2πr J0 (q⊥r) dr (2-21)

=

∫ q⊥R

t=0

2πt

q2⊥
dt





t=q⊥R

(2-22)

= 2πR2 J1 (q⊥R)
q⊥R

(2-23)
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where, J0 is the 0th order Bessel function of the first kind, J1 is the 1st order Bessel function of

the first kind. At the step between equations 2-20 to 2-21, the following mathematical relations

were used:

J0(ξ) =
1

2π

∫ 2π

η=0
exp (iξ cos η) dη (2-24)

J0 (−ξ) = J0 (ξ) (2-25)

Furthermore, the following equation was also used at the step between equations 2-22 to 2-23.

d
dt

[t J1 (t)] = t J0 (t) (2-26)

On the other hand, the axial component F‖ (q‖ ), written in the right side bracket in

equation 2-18, becomes as follows:

F‖
(
q‖

)
=

∫ L/2

z=−L/2
exp

(−izq‖
)

dz (2-27)

=

∫ −iq‖ L/2

u=iq‖ L/2
− 1

iq‖
exp(u)du







u=−izq‖

(2-28)

= − 1
iq‖

{
exp

(
− iq‖L

2

)
− exp

(
iq‖L

2

)}
(2-29)

= − 1
iq‖

{ [
cos

(
− iq‖L

2

)
+ i sin

(
− iq‖L

2

)]
−
[
cos

(
iq‖L

2

)
− i sin

(
iq‖L

2

)]}
(2-30)

= − 1
iq‖

{ [
cos

(
iq‖L

2

)
− i sin

(
iq‖L

2

)]
−
[
cos

(
iq‖L

2

)
+ i sin

(
iq‖L

2

)]}
(2-31)

= − 1
iq‖

[
−2i sin

(
q‖L

2

)]
(2-32)

=
sin

(
q‖L/2

)
q‖L/2

(2-33)

Therefore, equation 2-18 becomes the following expression:

Fcylinder (q) = Fcylinder
(
q⊥, q‖

)
= 2πR2 J1 (q⊥R)

q⊥R

sin
(
q‖L/2

)
q‖L/2

(2-34)

Because most mesoporous materials have very large L values, the term

“sin(q‖L / 2) / (q‖L / 2)” behaves like a delta function, δ(q‖ ). This means that diffraction

peaks can be observed only when q‖ ≈ 0 (i.e. |q | ≈ q⊥). This is consistent with the well-known
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Figure 2-3 Cylindrical coordinate system used to calculate the form factor of cylindrical

pore Fcylinder. R: pore radius; L: pore length; q: X-ray scattering vector; r : positional vector

in cylindrical pore; q⊥: q component perpendicular to the direction of cylindrical axis; q‖ : q

component parallel to the direction of cylindrical axis; r: r component perpendicular to the

direction of cylindrical axis; z: r component parallel to the direction of cylindrical axis; φ:

angle between q⊥ and r .

experimental axiom that only l = 0 diffraction lines are observed in 2D-hexagonal mesoporous

materials. In this case, equation 2-34 can be further simplified to the following expression:

Fcylinder(q) = 2πR
J1(qR)

q
(2-35)

Because the mesopore channels in real materials are not perfectly oriented, and their

positions fluctuate as illustrated in Figure 2-4, additional terms are required for practical

XRD pattern fitting. In this work, in order to consider the fluctuation of mesopore positions

(Figure 2-4(B)), equation 2-7 was multiplied by the Debye–Waller factor (D(q; σ) =

exp(−σ2q2 / 2); σ: mean-square displacement), assuming a Gaussian displacement of pore

center positions. The detail of this treatment will be discussed in Section 2.3.2.1. In addition to
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Figure 2-4 Schematic representations of the fluctuations: (B) mesopore positions, (C)

mesopore radius, and (D) mesopore structure. (A) represent ideal fluctuation-less structure.

the fluctuation in pore position, (i) fluctuation in pore radius R as illustrated in Figure 2-4(C),

and (ii) deformation of pore structure as illustrated in Figure 2-4(D) would also be considered as

described in Sections 2.3.2.2 and 2.3.2.3. Since the mesoporous samples used in this study have

very narrow pore-size distributions and well-formed circular pore-cross-sections, the factors (i)

and (ii) were not considered in the following discussions.

Thus, theoretical XRD patterns of ordered mesoporous materials with 2D-hexagonal
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Figure 2-5 (a) Theoretical XRD pattern of an ordered mesoporous material with

2D-hexagonal symmetry (a = 10.0 nm, R = 3.0 nm). The theoretical XRD profile was

calculated by multiplying (b) the squared unit cell form factor |F (q) |2 ∝ |RJ1(qR) / q |2, (c)

Lorentz factor L(q), and (d) the sum of the peak functions (
∑

MhkGhk (q)).

symmetry can be calculated by the following equation:

I (q) = s





ρ fa (q)

RJ1 (qR)
q







2

L (q) D (q; σ)
∑
h, k

MhkGhk (q; a; w; η) (2-36)

where s is a scaling factor. For example, the theoretical XRD pattern of a mesoporous SiO2

sample (a = 11.0 nm, R = 3.0 nm) would be calculated as shown in Figure 2-5.
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2.3.2 Effects of Fluctuation and Deformation of Mesopore

Structure for XRD pattern

2.3.2.1 Fluctuation in Pore Positions

In Section 2.3.1, the term of “crystal structure factor (interference between unit cells)” was

treated as a summation of the Laue functions. However, in order to consider the effects of

fluctuation in pore positions (Figure 2-4(B)), another expression using a crystal structure factor

Fcrystal (q) is required. For the ordered mesoporous materials with 2D-hexagonal symmetry,

crystal structure factor Fcrystal (q) is expressed using the form factor of cylindrical mesopore

Fcylinder (q) (see equation 2-35) as follow:

Fcrystal (q) =
∑
n

Fcylinder (q) exp
(−iq · R′

n

)
(2-37)

where, R′
n is a positional vector for nth unit cell (i.e. positional vector for nth cylindrical

mesopore).

The effects of fluctuation is considered by replacing the vector R′
n with (Rn + un),

where Rn and un are positional vector for ideal nth mesopore position, and displacement vector

for nth mesopore from Rn , respectively. In this time, diffraction intensity from a crystallite I (q)

is expressed as:

I (q) = 


Fcrystal (q)


2 (2-38)

= Fcrystal (q) Fcrystal (q)∗ (2-39)

=
⎧⎪⎨⎪⎩
∑
m

Fcylinder (q) exp [−iq · (Rm + um )]
⎫⎪⎬⎪⎭
⎧⎪⎨⎪⎩
∑
n

Fcylinder (q)∗ exp [iq · (Rn + un )]
⎫⎪⎬⎪⎭

(2-40)

=
∑
m

∑
n

Fcylinder (q) Fcylinder (q)∗ exp [−iq · (Rm − Rn )] exp [−iq · (um − un )] (2-41)

In the practical experiment of powder diffraction, we observe “averaged intensity” of

mesoporous crystallites. Therefore, we shold consider averaged value of equation 2-41 as
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follow:

〈I (q)〉 =
∑
m

∑
n

Fcylinder (q) Fcylinder (q)∗ exp [−iq · (Rm − Rn )] 〈exp [−iq · (um − un )]〉
(2-42)

Since q is parallel to um and un , ii) the term “〈exp [−iq · (um − un )]〉” can be rewritten as

“〈exp
[−iq (um − un )

]〉”.

In the meantime, the term “〈exp
[−iq (um − un )

]〉” is further simplified by using the

Baker–Hausdorff’s theorem. According to the theorem, if a variable x follows a Gaussian

distribution, following equation is obtained:

〈exp (ix)〉 = exp

(
−1

2
〈x2〉

)
(2-43)

By using equation 2-43, the term “〈exp
[−iq (um − un )

]〉” becomes as follows:

〈exp
[−iq (um − un )

]〉 = exp

[
−1

2
〈q2(um − un )2〉

]
(2-44)

= exp

[
−1

2
q2〈(um − un )2〉

]
(2-45)

= exp

(
−1

2
q2〈u2

m〉
)

exp
(
q2〈umun〉

)
exp

(
−1

2
q2〈u2

n〉
)

(2-46)

Because of translational symmetry, the value of 〈u2
m〉 is equal to 〈u2

n〉. For convenience,

these terms are denoted as σ. Furthermore, exp
(
−q2σ2/2

)
is designated as D (q;σ) in the

following parts. Here note that D(q;σ) is generally called Debye–Waller factor. By translating

“exp
(
q2〈umun〉

)
” into “1 +

[
exp

(
q2〈umun〉

)
− 1

]
”, equation 2-42 becomes:

〈I (q)〉 =
∑
m

∑
n

Fcylinder (q) D (q;σ) Fcylinder (q)∗ D (q;σ)∗ exp [−iq · (Rm − Rn )]

+
∑
m

∑
n

Fcylinder (q) D (q;σ) Fcylinder (q)∗ D (q;σ)∗ exp [−iq · (Rm − Rn )]

×
[
exp

(
q2〈umun〉

)
− 1

]
(2-47)

=



Fcylinder (q) D (q;σ)


2 ∑

m

∑
n

exp [−iq · (Rm − Rn )]

+



Fcylinder (q) D (q;σ)


2 ∑

m

∑
n

exp [−iq · (Rm − Rn )]
[
exp

(
q2〈umun〉

)
− 1

]
(2-48)

ii) As mentioned in Section 2.3.1, only hk0 diffractions are observed for 2D-Hexagonal mesoporous materials.

Since the displacement is considered in a-b plane, q becomes parallel to um and un .
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Since we consider random displacement in pore position, the 〈umun〉 part in equation 2-48

become 0, and the second term in equation 2-48 should be ignored. By using Laue function,

the first term in equation 2-48 is rewritten as:

〈I (q)〉 = 


Fcylinder (q) D(q;σ)


2 ∑
h, k

MhkGhk (q) (2-49)

This means that, the fluctuation in pore position can be treated by using D(q;σ). This equation

means that, peak intensity at high-angler diffraction are gradually damped with increasing the

degree of fluctuation. Note that peak width is not affected by the D(q;σ) value.

2.3.2.2 Fluctuation in Pore Radius

In the XRD calculation, fluctuation in pore radius (Figure 2-4(C)) would be considered by

modifying the structure factor term in equation 2-7. When the pore-size distribution function

is expressed as P(R), effective structure factor might be calculated as:

|F (q) |2 =
∫ ∞

R=0
P (R) Fcylinder (q; R)2 dR (2-50)

In the case of uniform pore radius system, Fcylinder(q; R)2 is damped oscillation function as

shown in Figure 2-5(b). In this case, the oscillation feature is changed with R value. On the

other hand, in the case of non-uniform pore-size (i.e. fluctuated pore radius) system, such a

unique oscillation manner of dependence on R gradually disappears with increasing the width

of pore-size distribution.

2.3.2.3 Deformation of Pore Structure

Deformation of pore structure would also be considered by modifying the structure factor term.

For example, if pore cross-sections deformed from circular to elliptic shape, the structure factor

of circular cylinder (equation 2-34) is replaced by that of the elliptical cylinder. Here we assume

an elliptical cylinder with length L, and with cross-section semi axis εR and R. In a cylindrical
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coordinate system, scattering vector q and positional vector r may be represented as follows:

q =

⎛
⎜⎜⎜⎜⎝

q⊥ cos (ψ + φ)

q⊥ sin (ψ + φ)

q‖

⎞
⎟⎟⎟⎟⎠ (2-51)

r =

⎛
⎜⎜⎜⎜⎝
εr cos φ

r sin φ

z

⎞
⎟⎟⎟⎟⎠ (2-52)

where, q⊥ is the q component perpendicular to the direction of cylindrical axis, q‖ is the q

component parallel to the direction of cylindrical axis, and ψ is the angle between q⊥ and

cross-section semi axis εR. In this case, q · r is expressed as “q⊥r
√

sin2 φ + ε cos2 φ cosψ +

zq‖”. Thus, the structure factor of elliptical cylinder Felliptical (q) may be calculated as follow:

Felliptical (q) =
∫

exp (−iq · r ) dv (2-53)

=

∫ L/2

z=−L/2

∫ R

r=0

∫ 2π

φ=0
εr exp

[
−i

(
q⊥r

√
sin2 φ + ε cos2 φ cosψ + zq‖

)]
dφdrdz

(2-54)

If the deformation directions of mesopores are not correlated with each other (Figure 2-4(D)

case), “orientation-averaged structure factor
〈
Felliptical (q)

〉
” should be considered. In this case,

equation 2-54 is modified as follows:

〈
Felliptical (q)

〉
=

1
2π

∫ 2π

ψ=0
Felliptical (q)dψ (2-55)

=

{∫ 2π

ψ=0

∫ R

r=0

∫ 2π

φ=0
εr exp

[
−i

(
q⊥r

√
sin2 φ + ε cos2 φ cosψ

)]
dφdrdψ

}

×
{∫ L/2

z=−L/2
exp

(−izq‖
)

dz

}
(2-56)

=

[
εR

∫ 2π

φ=0

J1 (q⊥Rω)
q⊥ω

dφ

] [
sin

(
q‖L/2

)
q‖L/2

]
(2-57)

where,

ω =

√
sin2 φ + ε2 cos2 φ (2-58)

As discussed in the circular cylinder case (Section 2.3.1), the term “sin(q‖L/2) / (q‖L/2)”

can be ignored in practical calculations. Therefore, orientation-averaged structure factor of
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elliptical cylinder can be calculated using following equation:

〈
Felliptical (q)

〉
= εR

∫ 2π

φ=0

J1 (qRω)
qω

dφ (2-59)

Note that since the integration in equation 2-59 cannot be performed analytically, numerical

integration is required in practical calculation.

2.3.3 Relationship between Lattice Constant and Mesopore

Diameter

Although theoretical XRD patterns of ordered mesoporous materials can be calculated using

equation 2-36, the relationship between mesopore structure and the XRD pattern may be

difficult to understand because the equation contains many parameters. In this section, we

derive a more practical expression that represents the relationship between structural features

(mesopore diameter D and lattice constant a) and XRD peak intensities. As discussed in

Section 2.3.1, the diffraction intensity at the hk Bragg’s angle qhk , Ihk is expressed as follows:

Ihk ∝ Mhk






ρ fa (qhk )
RJ1 (qhk R)

qhk







2

L (qhk ) D (qhk ; σ) (2-60)

Therefore, the peak intensity ratio of hk to h′k′ can be written

Ihk
Ih′k ′

=
Mhk

Mh′k ′

J1 (qhk R)2

J1 (qh′k ′ R)2

L (qhk )
L (qh′k ′ )

D (qhk ; σ)
D (qh′k ′ ; σ)

(2-61)

In the meantime, Lorentz factor L at scattering angle θ is expressed as:

L =
1

sin2 θ cos θ
=

2
sin 2θ sin θ

(2-62)

In the small 2θ region, “sin 2θ” in equation 2-62 would be approximated by “2 sin θ”. In this

time, the Lorentz factor becomes:

L �
(

1
sin θ

)2

(2-63)

In the case of 2D-hexagonal mesoporous samples, sin θ at the hk diffraction line (sin θhk ) is

expressed by using the incident X-ray wavelength λ, unit cell lattice constant a, and Miller’s
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indices hk, as follow:

sin θhk =
λ

4π
qhk =

λ

a

√
h2 + hk + k2

3
(2-64)

From equations 2-63 and 2-64, the Lorentz factor at the hk diffraction line Lhk may be

expressed as:

Lhk � 3a2

λ2 (
h2 + hk + k2) (2-65)

Therefore, the term “L(qhk ) / L(qh′k ′ )” in equation 2-61 may be expressed as

L (qhk )
L (qh′k ′ )

=
h′2 + h′k′ + k′2

h2 + hk + k2
(2-66)

in the small-angle region. From equation 2-9, qhk R becomes:

qhk R = 2πγ

√
h2 + hk + k2

3
(2-67)

where γ is the mesopore diameter normalized by a (γ = 2R / a = D / a). Therefore, if we can

assume that the fluctuation of mesopore position is negligible, equation 2-61 can be rewritten

as:

Ihk
Ih′k ′

=
Mhk

Mh′k ′

J1

(
2πγ

√
g/3

)2

J1

(
2πγ

√
g′/3

)2

g′

g
(2-68)

g = h2 + hk + k2 (2-69)

g′ = h′2 + h′k′ + k′2 (2-70)

Equation 2-68 indicates that the relative diffraction intensities at the Bragg’s angles are

essentially determined only by the γ (= D / a) value. Figure 2-6 shows the relationship between

γ and the diffraction peak intensities. In this graph, the intensity of the 10 diffraction line was

normalized to 1. Since the unit cell lattice constant a is directly determined from the peak

positions, the mesopore diameter D can be estimated from the γ value determined by analysis

of the diffraction intensity using Figure 2-6.

Note that if the fluctuation of mesopore position (Debye–Waller factor) is not

negligible, the diffraction peak intensities will decrease with increasing q value. We should
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also note that Ihk (diffraction intensity at qhk ) is not proportional to the peak area of the hk line

Ahk , because the exact shapes of the diffraction peaks are modulated by the F (q) shape. The

difference between Ihk and Ahk becomes non-negligible when the diffraction peaks are broad.

Therefore, pattern fitting using equation 2-36 is required for a rigorous structure assessment.

2.4 Results and Discussion

2.4.1 Structural Characterization of Obtained Materials using

Commonly-used Procedures

First, we characterized the nanostructure of the obtained samples using commonly used

procedures. Figure 2-7(A, B) shows TEM images of the MS1 sample. Hexagonally aligned

straight channel pores were clearly observed. Similar porous structures were observed in the

other samples (MS2, MS3, and MCS) used in this study. Nitrogen adsorption / desorption

isotherms are shown in Figure 2-8(A). In the MS1 and MCS samples, clear hysteresis loops

appeared. Their isotherm shapes were classified as type IV, according to the International

Union of Pure and Applied Chemistry (IUPAC) definition.111) On the other hand, no hysteresis

loops were observed in MS2 or MS3 samples, probably due to their narrow mesopore

diameters, which were close to the micropore range (< 2 nm). Such a lack of hysteresis loops

feature is often reported for small pore-size MCM-41 type materials.112–114) In the adsorption

branch of the isotherms, rapid increases of adsorbed volume, which is characteristic of capillary

condensation within mesopores, occurred around P / P0 = 0.67 (MS1), 0.32 (MS2), 0.28

(MS3), and 0.61 (MCS). Such a sharp increase indicates a high uniformity of the mesopores.

The narrow distributions of mesopore diameter were confirmed by pore size distribution curves

calculated using the BJH method, as shown in Figure 2-8(B).

Figure 2-9 show powder XRD patterns of the obtained samples. As illustrated in the

figures, more than 4 diffraction peaks were observed in all samples, and these peaks could be

indexed to a 2D-hexagonal symmetry (p6mm). The observed diffraction peak positions and

the peak intensity ratio of MS1 were quite different from those of MS2. Meanwhile, although
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Figure 2-6 Diffraction intensities of (a) 11, (b) 20, (c) 21, and (d) 30 peaks calculated using

equation 2-68. The peak intensity of the 100 diffraction peak was set to 1. (B) is a magnified

view of (A).
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Figure 2-7 TEM photographs and corresponding fast Fourier transform (FFT) images of (A,

B) MS1, (C, D) MS2, (E, F) MS3, and (G, H) MCS. (A, C, E, G): parallel and (B, D, F, H):

perpendicular to the channel pore axis.
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Figure 2-8 (A) N2 adsorption / desorption isotherms of (a) MS1, (b) MS2, (c) MS3, and (d)

MCS. (B) BJH pore size distribution curves of (a) MS1, (b) MS2, (c) MS3, and (d) MCS.
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Figure 2-9 XRD patterns of (A) MS1, (B) MS2, (C) MS3, and (D) MCS.

the peak intensity ratios of MS2 were close to those of MS3, the peak positions of MS2 were

located at lower angles than those of MS3. The relationship between mesopore structure and

the XRD pattern will be discussed later in this section. Lattice constant (a) values of MS1,

MS2, MS3, and MCS, estimated from the positions of 10 diffraction peaks, were 10.62 nm,

4.56 nm, 4.33 nm, and 11.42 nm, respectively.

According to previous reports, the mesopore diameter (denoted here as Dgeo) could

be roughly estimated from the unit cell lattice constant a and mesopore volume Vmeso using a
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simple geometrical calculation, assuming a pore wall density ρ.107, 115–117) Since the existence

of micropores was confirmed by αs-plot analysis (see Figure 2-10), we used the following

equation instead of the previously proposed one.

Dgeo =
⎧⎪⎨⎪⎩

2
√

3ρVmeso

π
[
1 + ρ (Vmeso + Vmicro)

] ⎫⎪⎬⎪⎭
1/2

a (2-71)

where Vmicro is the micropore volume, and the densities of SiO2 and C were assumed to

ρ = 2.2 g cm−3 and ρ = 1.8 g cm−3, respectively. In this equation, we assumed that all

of the micropores are homogeneously dispersed in the wall region located between aligned

mesopore channels. Equation 2-71 becomes equivalent to the equations presented in previous

reports107, 115–117) by replacing the term “(Vmeso +Vmicro)” with “Vmeso”. The obtained structural

parameters are summarized in Table 2-1. The DKJS values were very close to Dgeo, except for

the MCS sample. The mismatch between DKJS and Dgeo in MCS may arise from roughness

of the mesopore structure. As shown in the TEM photographs (Figure 2-7) and pore size

distribution curve (Figure 2-8(B)), the structural roughness of the MCS sample was much

higher than in other samples. In addition to the structural roughness, the differences in surface

chemistry between SiO2 and C may also have affected the pore size estimation, because

such differences are not properly considered in the BJH or KJS calculations in this study.

The Vmicro value of the MCS may also have a problem, because αs-analysis should also be

affected by the surface properties. Here we note that the BJH or KJS method has a potential

to accommodate surface properties through the selection of the statistical film thickness for

an appropriate surface type. However, the accommodation is hard for the MCS due to its

complicated chemical composition. In contrast to the gas adsorption / desorption methods, such

information of pore-surface is not required for the XRD analysis method.

2.4.2 Structural Determination in Ordered Mesoporous Materials

using XRD Method which Developed in This Study

In this section, we will discuss the details of the XRD analysis. As mentioned in Section 2.3.3,

the structure parameter γ that represents the size ratio between the lattice constant a and
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Figure 2-10 αs-plot of (A) MS1, (B) MS2, (C) MS3, and (D) MCS.

the mesopore diameter D can essentially be estimated from the XRD peak intensities using

Figure 2-6. For example, for the MS1 sample, the following relationships were observed in

Figure 2-9: (A) I11 < I20, (B) I20 > I21, (C) I21 > I30. In order to satisfy requirement

(A), the γ value should be somewhere between 0.58 and 0.73. Furthermore, 0.62 < γ and

γ < 0.70 are also required to satisfy (B) and (C), respectively. Therefore, the γ value of

MS1 was estimated to be 0.62 < γ < 0.70 (6.6 nm< D < 7.4 nm). In order to narrow

down the estimation range of γ, XRD pattern fittings were performed. Equation 2-36 was

used as a model function, and the modified Levenberg-Marquardt method was adopted as a
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Table 2-1 Structural parameters of the obtained materials.a

a10 SBET Vtotal Vmeso Vmicro DBJH DKJS Dgeo

(nm) (m2 g−1) (cm3 g−1) (cm3 g−1) (cm3 g−1) (nm) (nm) (nm)

MS1 10.62 596 0.64 0.43 0.07 6.4 7.3 7.5

MS2 4.56 962 0.75 0.70 0.02 2.8 3.6 3.7

MS3 4.33 1156 0.81 0.78 0.00 2.6 3.4 3.6

MCSb 11.42 365 0.39 0.35 0.03 5.4 6.3 7.6

a a10: lattice constant estimated from apparent position of 10 XRD peak; SBET: specific surface

area estimated by the BET method; Vtotal: total pore volume; Vmeso: primary mesopore volume;

Vmicro: micropore volume; DBJH: primary mesopore diameter estimated by the BJH method;

DKJS: primary mesopore diameter estimated by the KJS method; Dgeo: mesopore diameter

estimated by geometrical relationship shown in equation 2-71.

b C : SiO2 weight ratio estimated by thermogravimetric analysis was 37.5 : 62.5.

nonlinear least squares fitting algorithm. The obtained structure parameters are summarized

in Table 2-2. Simulated XRD patterns calculated from the structural parameters obtained by

the fitting are shown in Figure 2-11. As shown in Figure 2-11, the simulated patterns well

reproduced the experimentally observed patterns. Mesopore diameters determined by the XRD

method (DXRD) were close to DKJS, and were larger than DBJH in all samples. According to

previous reports, the traditional BJH method tends to underestimate mesopore diameter.34, 107)

Our XRD analysis data support this underestimation of the BJH method, without making any

semi-empirical assumptions. Furthermore, as shown in Table 2-2, the σ value of the MCS

sample was larger than those of MS1, MS2, and MS3. This is probably a result of the

abovementioned structural roughness of MCS.

By comparing Tables 2-1 and 2-2, we found that the values of aFit were smaller than

a10 in all samples. This means that the observed peak positions were somewhat different from

those simply predicted by Bragg’s law. This difference seems to arise from the shape of the

form factor term (|F (q) |2) in equation 2-7. The author found that |F (q) |2 always monotonically
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Table 2-2 Structural parameters determined by least-suquare fittings of XRD patterns.a

aFit DXRD σ γ (= DXRD/aFit)

(nm) (nm) (nm) (-)

MS1 10.555(1) 6.95( 6) 0.72(2) 0.66

MS2 4.526(2) 3.60( 7) 0.39(2) 0.79

MS3 4.292(3) 3.38( 9) 0.40(2) 0.79

MCS 11.359(2) 6.98(16) 1.04(2) 0.61

a aFit: lattice constant; DXRD: primary mesopore diameter; σ: mean-square displacement of

mesopore position.

decreases near the Bragg’s 10 diffraction angle, independent of a and R. Therefore, the net

shape of the 10 peak profile (the convolution of |F (q) |2 and G10(q)) should be downshifted

relative to the pure G10(q) peak, which was located at the Bragg’s angle. The modulation

becomes conspicuous with increasing diffraction peak width. In addition to the 10 peak,

other peak positions are also modulated by the shape of |F (q) |2. As shown in Figure 2-12,

the degrees of peak modulations are different with γ. A similar modulation of XRD peak

positions has been reported for single-walled carbon nanotube (SWCNT) bundles.118) (Note

that individual SWCNTs are generally aggregated due to van der Waals interactions to form a

2D-hexgonally aligned crystal structure called a bundle. The XRD pattern of SWCNTs can be

calculated based on equation 2-7 by replacing the form factor with F (q) = 2πR fC(q)J0(qR),

where J0 is the 0th order Bessel function of the first kind, fC(q) is the X-ray scattering factor

of the carbon atom, and R is the tube diameter.)

2.4.3 Estimation of Framework-Density using XRD Method

Thus far, we have discussed the XRD patterns of mesoporous materials measured in the dry

state. Let us broaden our scope to include wet conditions. For SWCNTs, it is well known

that the XRD pattern of a water-immersed sample is completely different from that of a dry

sample.119) For example, the I10 / I11 ratio of a water-immersed SWCNT is much smaller
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Figure 2-11 Comparison between (a) observed and (b) simulated XRD patterns of (A) MS1,

(B) MS2, (C) MS3, and (D) MCS.

than that of a dry SWCNT. However, for mesoporous materials, the peak intensity ratio of a

water-immersed sample was similar to that of a dry sample. Although the XRD peak intensity

ratio was the same, the absolute intensity of a water-immersed wet mesoporous sample was

much smaller than that of a dry sample. It was found that the pore wall density can be estimated

from the difference in XRD intensity between dry and wet samples. The XRD patterns of

wet mesoporous samples can be calculated by modifying the unit cell form factor used in

equation 2-10. Assuming that all mesopores are homogeneously filled with water (density: ρ2;
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Figure 2-12 Theoretical XRD patens of ordered mesoporous materials with 2D-hexagonal

symmetry: (a) γ = 0.45 (a = 10.0 nm; D = 4.5 nm), (b) γ = 0.50 (a = 10.0 nm; D = 5.0 nm),

and (c) γ = 0.55 (a = 10.0 nm; D = 5.5 nm). The positions of Bragg’s angles are shown with

dashed-lines.

average atomic X-ray scattering factor: f2(q)), F (q) may be expressed as follows, except for

the q = 0 case:

F (q) = ρ1 f1 (q) Fmatrix (q) − ρ1 f1 (q) Fcylinder (q) + ρ2 f2 (q) Fcylinder (q) (2-72)

=
[
ρ2 f2 (q) − ρ1 f1 (q)

]
Fcylinder (q) (2-73)

Since the observed XRD intensity is proportional to |F (q) |2, the intensity ratio between dry

and wet samples can be expressed as follows:

Iwet

Idry
=







1 −
ρ2 f2 (q)

ρ1 f1 (q)








2

(2-74)

where Iwet and Idry are the XRD intensities of wet and dry samples, respectively. Taking MS3

as an example, the experimentally observed Iwet / Idry was 0.258 (see Figure 2-13). Assuming

that the density of water in the mesopores is similar to the bulk density (ρ2 = 1.00 g cm−3),
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Figure 2-13 XRD patterns of (a) dry and (b) water-immersed MS3. Diffraction peaks of

CeO2 powder used as internal intensity standard (The weight ratio of MS3 : CeO2 was 2 : 1)

also shown.

ρ1 was calculated to be 2.26 g cm−3. This value is reasonable for amorphous SiO2 (about

2.2 g cm−3).115, 120) However, we should note that there is no assurance that the density of water

confined in the mesopore is similar to the bulk density, because there are reports discussing

the abnormal physical properties of molecules confined within nanospaces.119, 121–129) Further

research is required to examine the exact density of water in mesopores. Normally, such a

research would be difficult because we have to distinguish confined water from bulk one.

However, I expect that our XRD method might be useful to probe the density of liquids confined

in mesopore, because the XRD peak intensity of mesoporous samples are selectively affected

by the densities of confined liquids. By comparing XRD intensities of ordered mesoporous

samples immersed in various kinds of liquids, the densities of the liquids confined in mesopores

would be evaluated.
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2.5 Summary

In this study, the author derived theoretical XRD patterns of ordered mesoporous materials with

2D-hexagonal symmetry (p6mm). In order to test the validity of our theory, various types of

mesoporous samples with different pore sizes and chemical compositions were synthesized,

and their XRD patterns were compared with theoretically calculations. The theoretically

calculated XRD patterns agreed well with experimentally observed patterns. We found that the

exact XRD peak positions were modulated by the form factor |F (q) |2, and were different from

the positions calculated using Bragg’s law. By analyzing the XRD peak intensities carefully,

we successfully determined mesopore diameter and unit cell lattice spacing without support

from other methods such as TEM or N2 adsorption-desorption analysis. We also found that the

XRD analysis can be adopted for water-immersed wet samples, and that the density of the pore

wall can be estimated from the difference between XRD intensities of dry and wet samples.
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Chapter 3

Structural Changes of Ordered Mesoporous

Materials by Heat Treatment

3.1 Introduction

As mentioned in Section 1.1.1, ordered mesoporous materials are expected to be used as

catalysts, adsorbents, filter, etc. In some industrial application field, stability under extreme

conditions such as high-pressure and high-temperature should be required. However, thermal

stability of mesoporous materials has not often been studied, except for a few reports for

mesoporous silicas. Therefore, thermal stability of ordered mesoporous materials having

various kinds of framework compositions were compared in this chapter. In the analysis of

structural changes, the XRD method developed in Chapter 2 was partly used in this chapter.

3.2 Experimental Methods

3.2.1 Sample Preparation

3.2.1.1 Synthesis of Mesoporous SiO2

Two types of mesoporous SiO2 samples (MS1 and MS2) were prepared as mentioned in

Sections 2.2.1.1 and 2.2.1.2. In this chapter, the obtained as-made MS1 and MS2 were

designated as MS1-AM and MS2-AM, respectively.
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3.2.1.2 Synthesis of Mesoporous Carbon–SiO2 Composite

Mesoporous carbon–SiO2 composite (MCS) was synthesized by triconstituent co-assembly

method as described in Section 2.2.1.4. For convenience, the obtained as-made MCS was

designated as MCS-AM, in this chapter.

3.2.1.3 Synthesis of Mesoporous Carbon

Mesoporous Carbon (MC) was prepared by hydrofluoric acid (HF) etching treatment of the

mesoporous carbon-SiO2 (MCS) sample. For typical process, about 0.5 g of the MCS-AM

sample was stirred in 20 mL of 10 wt.% HF’s ethanolic solution at least 12 h at room

temperature. By this treatment, SiO2 nano-particles in the MCS’s framework structure are

selectively removed. After the HF-treatment, remained solid (MC) was filtered, and washed

with ethanol and water until the pH of the filtrate becomes >5. The recovered MCs were dried

in an oven at 80 ◦C at least 12 h. The obtained product was designated as MC-AM in this

chapter.

3.2.2 Heat Treatment

The as-made samples (MS1-AM, MS2-AM, MCS-AM, and MC-AM) were heated to the target

temperature at a constant rate of 5 ◦C min−1 and maintained at the temperature for 2 h under Ar

flow (50ccm). The obtained products were designated as X-T , where X and T represent type of

mesoporous material and target temperature of the heat-treatment, respectively. For example,

“MC-1200” means mesoporous carbon heat-treated at 1200 ◦C.

3.2.3 Structural Characterization

The obtained mesoporous materials were characterized by transmission electron microscope

(TEM) observation, Nitrogen adsorption / desorption isotherms analysis, and powder X-ray

diffraction (XRD) as mentioned in Section 2.2.2.
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Table 3-1 Structural parameters of heat-treated mesoporous SiO2 (MS1) samples.a

SBET Vtotal DKJS a10

(cm2 g−1) (cm3 g−1) (nm) (nm)

MS1-AM 696 0.77 7.3 10.6

MS1-600 566 0.64 7.3 10.5

MS1-700 673 0.79 7.3 10.5

MS1-800 457 0.57 6.9 10.2

MS1-900 315 0.42 6.8 9.9

MS1-1000 73 0.09 4.4 8.9

MS1-1200 23 0.03 — —

a SBET: specific surface area estimated by the BET method; Vtotal: total pore volume; DKJS:

primary mesopore diameter estimated by the KJS method; a10: lattice constant estimated from

apparent position of 10 XRD peak;

Table 3-2 Structural parameters of heat-treated mesoporous SiO2 (MS2) samples.a

SBET Vtotal DKJS a10

(cm2 g−1) (cm3 g−1) (nm) (nm)

MS2-AM 1073 1.01 3.7 4.9

MS2-400 1041 0.77 3.5 4.7

MS2-500 1095 0.81 3.5 4.5

MS2-600 1102 0.65 3.3 4.3

MS2-700 1048 0.62 3.0 4.2

MS2-800 943 0.55 2.9 4.1

MS2-900 471 0.26 — 3.9

MS2-1000 7 0.01 — —

a SBET: specific surface area estimated by the BET method; Vtotal: total pore volume; DKJS:

primary mesopore diameter estimated by the KJS method; a10: lattice constant estimated from

apparent position of 10 XRD peak;
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3.3 Results and Discussion

3.3.0.1 Mesoporous SiO2 (MS1 and MS2)

Pore size distribution curves and small-angle XRD patterns of MS1s are shown in Figures 3-1

and 3-2, respectively. The structural parameters of the MS1s obtained by the XRD and

N2 adsorption isotherm data are summarized in Table 3-1. As shown in Figure 3-2, peak

positions of MS1 were gradually shifted toward high-angler side with increasing heat-treatment

temperature. The high-angler shifts of peak positions indicate that the pore-to-pore distance

(unit cell size a) was gradually decreased with increasing heat-treatment temperature. As

shown in Figure 3-1, the mesopore-diameter of MS1 was also decreased with increasing

heat-treatment temperature. In the KJS analysis, existence of the mesopore was confirmed

until 900 ◦C treatment, but the peak was suddenly disappeared after 1000 ◦C treatment. On the

other hand, in the case of XRD data, diffraction peaks were still observed for the MS1-1000

sample, but the observed peak intensities in MS1-1000 were much smaller than that of the

MS-900. These data clearly shows that mesopores of MS1 were rapidly destroyed between

900 ◦C and 1000 ◦C treatments. In the meantime, the width of diffraction peaks in MS1

were almost unchanged below 900 ◦C treatment. In contrast, the diffraction peak width of

the MS1-1000 were much larger compared to MS-900. The increment of XRD peak width

indicates a decrement of mesopore crystallite size, which gives information for the range of

pore-ordering. This data also shows rapid structural deformation between 900 ◦C and 1000 ◦C

treatments.

In the KJS analysis, peak widths of pore-size-distribution curves were almost

unchanged until 900 ◦C treatment. Therefore, we can analyze the XRD data of MS1 until

900 ◦C treatment, without considering the effects of pore size distribution which discussed

in Section 2.3.2.2. As discussed in Section 2.3.3, the ratio of peak intensities are depend on

the γ value, that represent size ratio between mesopore-diameter D and pore-to-pore distance

a. Since the ratio of 10, 11 and 20 diffraction intensities were almost constant under 900 ◦C
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treatments, the structural shrinkage in mesopores and framework seems to occur with a similar

manner. According to the N2 adsorption and XRD data, about 7 % of shrinkage was observed

between MS1-AM and MS1-900 samples.

In the next step, structural change of the MS2 was studied. Pore size distribution

curves and small-angle XRD patterns of MS2s are shown in Figures 3-3 and 3-4, respectively.

Structural parameters of the MS2 samples obtained from the XRD and N2 adsorption isotherm

analysis data are summarized in Table 3-2.

Although the shrinkage in mesopore diameter and inter-pore distance were also

observed in MS2, the structural-changing behavior of MS2 seems somewhat different from

MS1. As shown in Table 3-2, total volume Vtotal of MS2 was rapidly decreased between

800 ◦C and 900 ◦C treatments. Although 10 XRD diffraction peak was still observed, 11 and

20 peaks were not observed in MS2-900 sample. Furthermore, the 10 peak width of MS2-900

sample was rapidly increased compared to that of the MS2-800 sample. These data means that

rapid structural deformation occurs for MS2 between 800 ◦C and 900 ◦C treatments. Differ

from MS1, the relative peak intensities between 11 and 20 diffraction I11 / I20 was gradually

decreased with increasing heat-treatment temperature, especially above 600 ◦C treatments.

According to the discussion performed in Section 2.3.3, such changes indicate a decrement

of the γ value. In the case of MS2-AM sample, γ value was calculated to be 0.75. On the other

hand, the gamma value of MS2-800 is calculated to be 0.72. This result means that the manner

of shrinkage in mesopores were somewhat different from that in the framework-structure.

3.3.0.2 Mesoporous Carbon–SiO2 Composite (MCS)

Pore size distribution curves and small-angle XRD patterns of MCSs are shown in Figures 3-5

and 3-6, respectively. Structural parameters of the MCS samples obtained from the XRD and

N2 adsorption isotherm data are summarized in Table 3-3.

Although a sharp peak was observed in KJS pore-size distribution curve in MCS-AM,

the distribution rapidly spread above 1000 ◦C treatment. The pore volume Vtotal estimated from

the N2 adsorption data, also rapidly decreased at this temperature. As shown in Figure 3-6,
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Figure 3-1 KJS pore size distributions of (a) MS1-AM, (b) MS1-600, (c) MS1-700, (d)

MS1-800, (e) MS1-900, (f) MS1-1000, and (g) MS1-1200.
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Figure 3-2 Small-angle X-ray diffraction patterns of (a) MS1-AM, (b) MS1-600, (c)

MS1-700, (d) MS1-800, (e) MS1-900, (f) MS1-1000, and (g) MS1-1200.
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Figure 3-3 KJS pore size distributions of (a) MS2-AM, (b) MS2-400, (c) MS2-500, (d)

MS2-600, (e) MS2-700, (f) MS2-800, (g) MS2-900, and (h) MS2-1000.
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Figure 3-4 Small-angle X-ray diffraction patterns of (a) MS2-AM, (b) MS2-400, (c)

MS2-500, (d) MS2-600, (e) MS2-700, (f) MS2-800, (g) MS2-900, and (h) MS2-1000.
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Table 3-3 Structural parameters of heat-treated mesoporous carbon–SiO2 (MCS)

composites.a

SBET Vtotal DKJS a10

(cm2 g−1) (cm3 g−1) (nm) (nm)

MCS-AM 309 0.34 6.3 11.4

MCS-1000 302 0.26 5.6 10.9

MCS-1100 211 0.18 5.5 10.6

MCS-1200 234 0.20 5.1 10.5

MCS-1300 214 0.18 5.0 10.2

MCS-1400 173 0.14 5.0 10.1

MCS-1500 154 0.11 — —

MCS-1600 78 0.23 — —

MCS-1700 32 0.07 — —

a SBET: specific surface area estimated by the BET method; Vtotal: total pore volume; DKJS:

primary mesopore diameter estimated by the KJS method; a10: lattice constant estimated from

apparent position of 10 XRD peak;

10 diffraction peak was observed until 1500 ◦C treatment. However, higher-order peaks (11,

20 and 21) was disappeared even at 1000 ◦C treatment. As mentioned in Section 2.3.2.1,

the vanishment of high-order peaks can be explained by displacement of the pore positions.

These results are probably explained by the crystallization of SiO2 particles encapsulated in

their framework as follows: As seen in MS1 and MS2 case, structure of SiO2 is rapidly

changed at around 1000 ◦C, but since SiO2 particles are well-dispersed in amorphous matrix,

the mesostructure of MCS was not completely deformed by this crystallization. Therefore, the

10 diffraction peak was maintained even above 1000 ◦C. On the other hand, since the positions

of mesopores are partially fluctuated due to this crystallization, high-order peaks disappeared

by the Debye–Waller factor. Above 1600 ◦C treatment, the mesostructure of MCS was almost

totally destroyed.
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Figure 3-5 KJS pore size distributions of (a) MCS-AM, (b) MCS-1000, (c) MCS-1100, (d)

MCS-1200, (e) MCS-1300, (f) MCS-1400, (g) MCS-1500, (h) MCS-1600, and (i) MCS-1700.
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Figure 3-6 Small-angle X-ray diffraction patterns of (a) MCS-AM, (b) MCS-1000, (c)

MCS-1100, (d) MCS-1200, (e) MCS-1300, (f) MCS-1400, (g) MCS-1500, (h) MCS-1600,

and (i) MCS-1700.
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Figure 3-7 KJS pore size distributions of (a) MC-AM, (b) MC-900, (c) MC-1000, (d)

MC-1100, (e) MC-1200, (f) MC-1300, (g) MC-1400, (h) MC-1500, (i) MC-1600, (j) MC-1700,

(k) MC-2000, and (l) MS1-2300.
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Figure 3-8 Small-angle X-ray diffraction patterns of (a) MC-AM, (b) MC-900, (c) MC-1000,

(d) MC-1100, (e) MC-1200, (f) MC-1300, (g) MC-1400, (h) MC-1500, (i) MC-1600, (j)

MC-1700, (k) MC-2000, and (l) MS1-2300.
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Table 3-4 Structural parameters of heat-treated mesoporous carbon (MC) samples.a

SBET Vtotal DKJS a10

(cm2 g−1) (cm3 g−1) (nm) (nm)

MC-AM 1659 1.81 7.2 11.1

MC-900 1791 1.86 6.9 11.1

MC-1000 1815 1.77 6.6 11.0

MC-1100 1804 1.68 6.5 10.9

MC-1200 1766 1.63 6.5 10.7

MC-1300 1709 1.54 6.4 10.6

MC-1400 1727 1.53 6.4 10.5

MC-1500 1785 1.57 6.5 10.5

MC-1600 1728 1.49 6.1 10.5

MC-1700 1622 1.44 6.0 10.4

MC-2000 1121 1.13 6.2 9.8

MC-2300 33 0.06 — —

a SBET: specific surface area estimated by the BET method; Vtotal: total pore volume; DKJS:

primary mesopore diameter estimated by the KJS method; a10: lattice constant estimated from

apparent position of 10 XRD peak;

3.3.0.3 Mesoporous Carbon (MC)

Pore size distribution curves and small-angle XRD patterns of MCs are shown in Figures 3-7

and 3-8, respectively. Structural parameters of the MCS samples obtained by the XRD and N2

adsorption isotherm data are summarized in Table 3-4.

In the case of MC, the existence of primary-mesopore originates from surfactant

micelles was confirmed even after 2000 ◦C treatment (see Figure 3-7). As seen in Figure 3-8,

the 10 diffraction peak was also maintained at this temperature. As observed in other samples,

structural shrinkage accompanied by an increment of heating temperature was also confirmed
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in the MCS. The intensity ratio of 11, 20, and 21 diffraction peaks was almost unchanged in all

samples which have high-order diffraction peaks. This result means that structural shrinkage

in primary-mesopore and framework-structure occurred in simultaneous manner like MS1

case. Above 1400 ◦C treatment, the high-order diffraction was gradually damped. Structural

deformation seems to occur gradually from this temperature region. After 2300 ◦C treatment,

these structural features were completely disappeared.

3.4 Summary

In this chapter, thermal stability of two-types of mesoporous SiO2 samples (MS1 and MS2),

a mesoporous carbon–SiO2 (MCS), and a mesoporous carbon (MC) were studied. The MC

showed superior thermal stability compared to MS1, MS2 and MCS. Although ordered pore

structure of mesoporous SiO2 samples were collapsed below 1000 ◦C treatment, the structure

of MC was maintained even after 2000 ◦C treatment.
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Chapter 4

Electrochemical Energy Storage Properties

of Ordered Mesoporous Carbons

4.1 Introduction

Since their high-surface areas, and electric conductivity, mesoporous carbons (MCs) would be

used as superior electrode materials for electric double-layer capacitor (EDLC). Furthermore,

their amorphous-carbon framework may enable their usage as anode materials for lithium-ion

battery (LIB) and sodium-ion battery (SIB). For these electrochemical applications, the

ordered-mesoporous in MC electrodes would be used as an ideal ion-diffusion path.

In Chapter 3, it was found that the MCs, synthesized from a mesoporous

carbon-SiO2 composite (MCS), has good thermal stability up to about 2000 ◦C. The

pore-to-pore distance (i.e. unit cell constant a) of MCs was gradually decreased with

increasing heat-treatment temperature, probably due to thermally-induced crystallization of

the framework structure. These results mean that we can control the crystallinity of

amorphous carbon in mesoporous-framework with keeping its ordered nano-structure. Since

the lithium- and sodium-ion storage properties of amorphous carbons should be affected by

their crystallinity, the MCs processed by different heat-treatment temperatures are expected

to show different electrochemical properties. However, for MCs, the relationships between

electrode-properties and framework-crystallinity have not be experimentally investigated yet.

Therefore, EDLC-, LIB-, and SIB-electrode properties of MC samples witch processed at

different heat-treatment temperatures were investigated and compared in this chapter.
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4.2 Experimental Methods

4.2.1 Sample Preparation

The MC samples processed by various heat-treatment temperatures were compared in this

chapter. Preparation procedures of MCs are described in Sections 3.2.1.3 and 3.2.2. For

comparison, a hard-carbon sample carbonized at 900 ◦C (RC-900), which is prepared from

same carbon-source (resol) with MCs but lacks of ordered mesostracture, was also used in this

chapter. The synthesis method of resol, and a heat-treatment procedure were mentioned in

Sections 2.2.1.3 and 3.2.2, respectively.

4.2.2 EDLC Measurements

EDLC properties of MCs were characterized by galvanostatic charge-discharge tests and

cyclic voltammetry using a three-electrode-type cell shown in Figure 4-1. The measurements

were conducted using a potentiostat / galvanostat (HA-151, Hokuto Denko) controlled by

a computerized system. The voltage window was set to −1.0–1.5 V vs. Ag /Ag+. In

the measurement, an activated carbon-fiber (ACF A-7, AD ALL), a Ag /Ag+ electrode

(BAS), and a propylene carbonate (PC) containing 1 mol L−1 triethylmethylammonium

tetrafluoroborate (TEMA-BF4) were used as the counter electrode, reference electrode, and

electrolyte, respectively. Platinum-meshs were used as the current-correctors for working-

and reference-electrodes. To prepare the working electrode, the MC samples (80 wt.%)

were mixed with polytetrafluoroethylene (PTFE) binder (10 wt.%) and Ketjenblack carbon

(10 wt.%) in appropriate quantities of 2-propanol. The mixture was formed into a sheet,

and dried at 120 ◦C for at least 2 h in vacuum prior to use. Both the set-up of the cell and

charge-discharge measurements were performed in an Ar-filled glove box to avoid air exposure

and contamination. In order to imbue the electrodes sufficiently with the electrolyte solution,

the assembled cells were kept in the glove box for at least 12 h before the measurements.
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Figure 4-1 Structure of the three-electrode-type cell used for EDLC measurements.

4.2.3 LIB Measurements

Lithium-ion storage electrode properties of MCs were characterized by galvanostatic

charge-discharge tests using a conventional two-electrode-type cell (Hohsen HSCell) shown

in Figure 4-2. The measurements were conducted using a galvanostat (Toyo System

TOSCAT-3200). The voltage window was set to 0.0–3.0 V vs. Li /Li+. To prepare the

working electrode, the MC samples (90 wt.%) were mixed with polyvinylidene difluoride

(PVDF) binder (10 wt.%) in appropriate quantities of 1-methyl-2-pyrrolidone (NMP). Since

the mesoporous carbon samples have electric conductivity, conductive agent was not used in

this study. The obtained slurry was pasted onto a Cu foil and dried at 120 ◦C for at least

2 h in vacuum prior to use. A lithium foil (Aldrich) was used as the counter and quasi

reference electrode. A mixture of ethylene carbonate (EC) and diethyl carbonate (DEC)

solution (EC : DEC=1 : 1 in volume ratio) containing 1 mol L−1 LiClO4 was used as the

electrolyte. A porous polypropylene film (Celgard #2500) was used as a separator. Both the
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Figure 4-2 Structure of the two-electrode-type cell used for LIB and SIB measurements.

(Hohsen HSCell)

set-up of the cell and charge-discharge measurements were performed in an Ar-filled glove box

to avoid air exposure and contamination. In order to imbue the electrodes sufficiently with the

electrolyte solution, the assembled cells were kept in the glove box for at least 24 h before the

measurements.

4.2.4 SIB Measurements

Sodium-ion storage properties of MCs were characterized by galvanostatic charge-discharge

tests using similar equipment and procedure described in Section 4.2.3, except for the types

of counter-electrode, electrolyte, and range of voltage window. In the SIB measurements, a

sodium foil (Aldrich) was used as the counter and quasi reference electrode. A propylene

carbonate (PC) solution containing 1 mol L−1 NaClO4 was used as the electrolyte. The voltage

window was set to 0.0–3.0 V vs. Na /Na+
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4.3 Results and Discussion

4.3.1 EDLC Electrode Properties

Cyclic voltammograms (CVs) of MC-900, MC-1200, MC-1500, and MC-1700 electrodes are

shown in Figure 4-3. Butterfly-shape CV curves were observed in the all electrodes. The

voltage of the most constricted part in the CV curves were almost same value (about −100 mV

vs. Ag /Ag+) independent of the heat-treatment temperature. The value was almost matched

with open-circuit voltage (OCV) of the MC electrode. According to previous EDLC reports,

the type of adsorbed ions switches at the OCV: cation adsorption occurs below the OCV, and

anion adsorption occurs above the OCV. Although cation used in this measurement (TEMA+)

was much larger than anion (BF4
−), the shape of CV curves in cation-adsorption side and

anion-adsorption side were quite symmetrical. This feature differs from microporous electrodes

such as activated carbons.

The capacitance of EDLC electrodes can be estimated from the size of CV curves. The

capacitance values estimated from the CV curves were well agreed with that estimated from the

slope of galvanostatic charge / discharge curves shown in Figure 4-4. As shown in Figure 4-5,

The MC electrodes showed good rate performance, probably due to their large mesopores. In

the current study, the highest capacitance were obtained for the MC-1200 electrode (106 F g−1).

As shown in Figures 4-3 and 4-4, the capacitance values of MC electrodes were

changed with heat-treatment temperature. Since, the capacitance of EDLC electrode is

essentially proportional to their surface areas which used as ion-adsorption sites, relationship

between BET surface area and specific capacitance value of MC electrodes were compared.

Figure 4-6 shows capacity value vs. BET surface area plot of the MC electrodes. In the

case of MC-1400, MC-1500, MC-1600, and MC-1700 electrodes, the capacitance values

were almost proportional to the BET surface areas. On the other hand, although capacitance

values of MC-900, MC-1000, MC-1100, MC-1200, and MC-1300 were not promotional to

the BET surface areas, they showed higher capacitance than MC-1400, MC-1500, MC-1600,
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and MC-1700 electrodes. Since previous studies indicate that abnormal capacitance increment

occurs in the carbon-micropores, the observed surface-area-independent high capacitance may

be explained by the micropores in MC’s framework. In fact, the existence of large amount

of micropores in the MC-1200 sample was also be expected from the structural analysis

data discussed in the Section 3.3.0.3: Although mesopore diameter Dmeso is continuously

decreased with increasing heat-treatment temperature, their BET surface areas SBET was almost

unchanged under 1200 ◦C treatment (see Table 3-4). This fact imply that the micropore volume

of MC was gradually increased with increasing heat-treatment temperature under 1200 ◦C

treatment. After the 1200 ◦C treatment, both SBET and Dmeso were continuously decreased with

increasing heat-treatment temperature. This imply that the micropore volume was gradually

decreased, above 1200 ◦C treatment. Therefore the MC electrode processed above 1400 ◦C

would showed relatively low capacitance compare to the electrodes that heat-treated under

1300 ◦C.

4.3.2 LIB and SIB Electrode Properties

Figures 4-7 and 4-8 shows galvanostatic charge-discharge curves of MC electrodes. Although

large hystereses were observed in charge-discharge curves, the MC electrodes showed very

large reversible capacity in the LIB measurement. About 1200 mAh g−1 was observed in

MC-1200 electrode.

As shown in Figure 4-9, the capacity of MC-900 electrode was much higher than

non-mesoporous RC-900 electrode, especially at low current density conditions. On the other

hand, in SIB measurement, the reversible capacitances of MC electrodes were smaller than

RC-900 electrode (see Figure 4-10). According to the previous nuclear-magnetic resonance

(NMR) spectroscopy and small-angle X-ray scattering (SAXS) studies, at least two-types of

ion-storage sites are considered for hard-carbon electrodes: one is intercalation with misaligned

graphene layer, and the other is ion-clustering at micropores.54, 55) In both Li and Na storage

electrode, the former reaction occurs at relatively high voltage (0.4–1.2 V) and the latter storage

occurs near metal-plating voltage (< 0.4 V). Figures 4-11 and 4-12 show magnified views of
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Figure 4-3 Cyclic voltammograms of (A) MC-900, (B) MC-1200, (C) MC-1500, and (D)

MC-1700 electrodes. Sweep rates were set to 5 mV s−1 (blue line), 10 mV s−1 (green line),

20 mV s−1 (orange line), 50 mV s−1, and 100 mV s−1 (black line).

galvanostatic charge / discharge curves at the 2nd cycle. In both LIB and SIB measurements,

slope of discharge curves were changed at around 0.4 V. In the case of LIB cell, the discharge

capacities at the 2nd cycle of MC-900, MC-1200, MC-1700, and RC-900 electrodes above

0.4 V were 318, 290, 149, and 107 mAh g−1, respectively. On the other hand, the discharge

capacity of MC-900, MC-1200, MC-1700, and RC-900 electrodes below 0.4 V were 783,

963, 262, and 166 mAh g−1, respectively. Therefore, in the all carbon electrode, Li-storage
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Figure 4-4 Galvanostatic charge-discharge curves of (A) MC-900, (B) MC-1200, (C)

MC-1500, and (D) MC-1700 electrodes measured at 1000 mAh g−1.

at < 0.4 V region, which probably attribute to Li-clustering in micropore, was more dominant

compared the above 0.4 V region which intercalation into misaligned graphene-sheets occur.

The MC-1200 electrode showed highest reversible capacity in those four electrodes. The high

capacity of MC-1200 seems to come from its large micropore volume used as Li-ion clustering

site. As mentioned in Section 4.3.1, the amount of micropores in MC-1200 electrode seems

to be much higher than MC-900 and MC-1700 electrodes. Actually the MC-1200 electrode
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Figure 4-5 Current density vs. reversible capacity plot of (A) MC-900, (B) MC-1200, (C)

MC-1500, and (D) MC-1700 EDLC electrodes.

Figure 4-6 BET surface area vs. EDLC capacity plot. For the capacity calculation,

galvanostatic charge-discharge data obtained at 50 mA g−1 were used.
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showed largest discharge capacity at below 0.4 V region.Although large contribution below

0.4 V was also confirmed in in the case of SIB cell, absolute value of capacity were much

lower than LIB case. Even in the case of MC-1200 electrode, the Na-storage at < 0.4 V region

was only 56 mAh g−1. According to the recently performed NMR study,54) electric structure of

Na-ion cluster in carbon micropores are completely different from that o Li-ion clusters. Such

a difference may cause the difference in capacity between LIB and SIB. Anyway, introducing

micropores into mesoporous carbon-framework seems to be effective for increasing capacity

of alkaline-ion storing electrodes. Modification of micropore structure in mesoporous carbons

should be required in the future work.

4.4 Summary

In this chapter, electrode properties of MC samples processed by different heat-treatment

temperatures were compared. In the EDLC measurement, large capacitance (about 100 F g−1)

was obtained for MC-1200 electrode. In the LIB measurement, the MC-1200 electrode also

showed good performance compared to the other MC electrodes. Although large hystereses

were observed in charge-discharge curves, the MC electrodes showed very large reversible

capacity up to about 1200 mAh g−1. The cyclability and capacitance value of MC-900

electrode was much higher than that of nonporous RC-900 electrode. Unfortunately however,

NIB electrode properties of MC electrode were much poor compared to LIB properties.

Micropores in MCs seems to be used as important ion-storage site for EDLC and LIB electrode.
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Figure 4-7 Lithium-ion storage properties of (A) MC-900, (B) MC-1200, (C) MC-1700, and

(D) RC-900 electrodes. Galvanostatic charge-discharge curves measured at 25 mAh g−1 are

shown. Charge-discharge curves at the first cycle and second cycle are shown in blue- and

red-line, respectively.

81



Figure 4-8 Sodium-ion storage properties of (A) MC-900, (B) MC-1200, (C) MC-1700, and

(D) RC-900 electrodes. Galvanostatic charge-discharge curves measured at 25 mAh g−1 are

shown. Charge-discharge curves at the first cycle and second cycle are shown in blue- and

red-line, respectively.
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Figure 4-9 Cycling performance of MC-900 (red circles) and RC-900 (blue circles) LIB

electrodes at different current densities of (a) 25, (b) 50, (c) 100, (d) 250, (e) 500 and (f)

1000 mA g−1. The voltage window was set to 0.0–3.0 V vs. Li /Li+.

Figure 4-10 Cycling performance of MC-900 (red circles) and RC-900 (blue circles) SIB

electrodes at different current densities of (a) 25, (b) 50, (c) 100, (d) 250, (e) 500 and (f)

1000 mA g−1. The voltage window was set to 0.0–3.0 V vs. Na /Na+.
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Figure 4-11 Galvanostatic charge-discharge curves at 2nd cylcle of (a, blue line) MC-900,

(b, green line) MC-1200, (c, red line) MC-1700, and (d, black line) RC-900 LIB electrodes.

Current density was set to 25 mA g−1.

Figure 4-12 Galvanostatic charge-discharge curves at 2nd cylcle of (a, blue line) MC-900,

(b, green line) MC-1200, (c, red line) MC-1700, and (d, black line) RC-900 SIB electrodes.

Current density was set to 25 mA g−1.
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Chapter 5

Lithium Storage Properties of Ordered

Mesoporous Carbon–TiO2 Composites

5.1 Introduction

As mentioned in Section 1.2.1.3, TiO2 is one of a promising candidate for electrochemical

lithium storage material for high-power operation. So far, various types of TiO2 samples

such as nanoparticles,45, 130, 131) hollow microspheres,132–134) nanoribbon,49) nanotubes,135–140)

nanowires,48, 50, 53, 141–143) and mesoporous types46, 51, 144–153) have been synthesized and applied

as lithium-ion battery electrodes. These studies have been showed that electrode performance

can dramatically be improved by designing its nanostructure. However, a common

disadvantage of such TiO2 electrodes is their low electric conductivity.154–156) Such a low

electric-conductivity electrode induces decrease in capacity, especially during high power

operations, because of ohmic loss. Compounding with carbon materials is a promising

approach to overcome this problem. To date, various carbon–TiO2 composite materials such as

carbon-coated TiO2,52, 157–159) carbon nanotubes–TiO2 composites,155, 160) and graphene–TiO2

composites,161–164) have been reported. These carbon–TiO2 composites have been showed

superior charge-discharge performances especially at high rate conditions. In this context,

the authur think that carbon–TiO2 composite electrodes having ordered cylindrical mesopores,

and consists of a homogeneous matrix of TiO2 nanoparticles and amorphous carbon (i.e.

mesoporous carbon–TiO2 composites; MCTs) should show superior electrode performance;

that is to say, carbon compensates the low electric conductivity of TiO2, the cylinder mesopore

would be used as conduction path for solvated lithium-ions, and its large surface areas increase

solid-electrolyte interphase where Li insertion / extraction reaction occurs. Furthermore, small
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grain size of TiO2 crystal can reduce the solid-state lithium-ion diffusion length. Therefore,

lithium storage properties of MCT electrodes were studied in this chapter.

By analyzing crystal structure of obtained MCTs, the author found that the MCTs

seem to have two types of TiO2 crystals: anatase and TiO2(B). Here TiO2(B) is a TiO2

polymorph discovered by Marchand et al. in 1980.47) The TiO2(B) phase is different from

the well-known brookite, rutile, and anatase phases. Compared to spinel Li4Ti5O12 (theoretical

capacity: 175 mAh g−1), which has a similar operating voltage (about 1.55 V vs. Li /Li+), but

TiO2(B) presents a higher theoretical capacity (335 mAh g−1). Therefore, extensive studies of

the TiO2(B) polymorph have been performed in recent years.48–53) So far, in case of anatase,

the detailed lithium insertion mechanism has been elucidated by some groups.43, 165, 166) On the

other hand, lithium storage in TiO2(B) has still not been thoroughly investigated. In order to

discuss the different electrochemical properties of MCT electrode, an in situ XRD investigation

during the galvanostatic charge-discharge test was also performed for a bulk TiO2(B) sample

in this study. In my best knowledge, this is the first report for in situ structural analysis for

TiO2(B) electrode.

5.2 Experimental Methods

5.2.1 Sample Preparation

5.2.1.1 Synthesis of Mesoporous Carbon–TiO2 Composites

The mesoporous carbon–TiO2 composite samples were synthesized using the triconstituent

co-assembly method.167) In this procedure, we used phenol-formaldehyde resin (resol) as a

carbon source, titanium tetrachloride (TiCl4) as a TiO2 precursor, and triblock copolymer

Pluronic F127 (HO(CH2CH2O)106(CH2CH(CH3)O)70(CH2CH2O)106H; BASF) as a structure

directing template. The typical synthesis procedure was as follows. First, 2.1 g of TiCl4 was

dissolved in a solution of 7.4 g of ethanol and 1.1 g of distillated water, and vigorously stirred

for 30 min in an ice–water bath. Then, a mixtureof 4.5 g of Pluronic F127, 15.0 g ethanol,
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and 1.5 g of distillated water was added to the solution, and continuously stirred for 1 h at

room temperature. Next, 2.3 g of 20 wt.% resol’s ethanolic solution (synthesis procedure is

described in Section 2.2.1.3) was added to the mixture. After stirring the mixture for 10 min,

it was transferred into Petri dishes. The polymerized product was carbonized by heating in an

electric furnace under N2 flow (30 ccm) at 500–800 ◦C for 1 h following elimination of Pluronic

F127 by heating at 400 ◦C for 2 h. The heating and cooling rates were fixed at 1 ◦C min−1

to avoid mesostructure collapse. After the carbonization, obtained mesoporous carbon–TiO2

composite was ground into a fine powder with an agate mortar. For convenience, the obtained

composites were designated as MCT-x, where x represents the carbonization temperature (◦C).

5.2.1.2 Synthesis of Bulk TiO2(B)

For in situ XRD observation, bulk TiO2(B) sample was prepared according to the method

previously reported by Marchand et al.47) First, KNO3 and anatase-type TiO2 (5 μm, 99.9%,

Wako) powders (molar ratio 1 : 2) were well-mixed, and pelletized using a hydraulic press.

The obtained pellets were calcined at 1000 ◦C for 12 h under air. The resulting white solid

(K2Ti4O9) was ground in an agate mortar and then ion-exchanged at 60 ◦C for three days

in 0.45 mol L−1 HCl aqueous solution (250 mL HCl solution was used per 1.0 g K2Ti4O9).

In this procedure, the HCl solution was exchanged with a fresh one every 24 h to attain a

fully ion-exchanged product. The filtered sample powder (H2Ti4O9 · nH2O) was washed with

distillated water and dried at 100 ◦C for 12 h. The dried powder was heated at 500 ◦C in air

for 30 min to obtain the bulk TiO2(B) phase.

5.2.2 Characterization

The nanostructures of the obtained samples were observed using a JEOL JEM-3010

transmission electron microscope (TEM) operated at 200 kV. The carbon /TiO2 ratio of

obtained MCT samples were determined by thermogravimetric (TG) and differential thermal

analysis (DTA) using a Rigaku Thermoplus TG-8101D instrument. In the measurements,

heating ratio was set to 5 ◦C min−1. Nitrogen adsorption / desorption isotherms at 77 K were

87



measured using a Shimadzu Gemini 2375 instrument. Prior to the isotherm measurements, the

samples were heat treated at 200 ◦C under vacuum (< 3 Pa) for at least 1 h to remove adsorbed

moisture. The specific surface areas (SBET) were estimated using the Brunauer–Emmett–Teller

(BET) method32) and the adsorption data in the relative pressure (P / P0) range from 0.05

to 0.16. The total pore volumes (Vtotal) were calculated using the Gurvich rule at P / P0 =

0.97. The microstructures of the obtained bulk TiO2(B) sample was observed using a JEOL

JSM-7001F scanning electron microscope (SEM) operated at 10 kV. Powder X-ray diffraction

(XRD) measurements were carried out using a Rigaku Miniflex diffractometer, where Cu Kα

radiation (λ = 1.54 Å) was used as an incident beam. Crystallite size of TiO2 in MCTs were

estimated by the Scherrer’s formula:

D =
Kλ

B cos θ
(5-1)

where, D is crystallite size perpendicular to hkl plane used in the calclation, K is Scherrer’s

constant, B is peak width (full width at half maximum; FWHM) of the diffraction line [rad], λ

is X-ray wavelength, and θ is Bragg’s angle. B was calclated by following equaiton:

B = Bobs − b (5-2)

where, Bobs is observed peak width, and b is peak broadening due to the diffractometer. In this

study, b was calibrated by well-crystallized silicon sample. Raman spectra excited by a 532 nm

laser diode were collected using a JASCO NRS-3300 spectrometer. The removal of K+ ions

in the single-phase TiO2(B) sample was confirmed by elemental analysis data obtained by an

energy dispersive X-ray (EDX) spectrometer equipped with the SEM.

5.2.3 Electrochemical Measurement

The electrochemical properties of the obtained materials were characterized by a galvanostatic

charge-discharge test using a conventional two-electrode-type cell (Hohsen HSCell). The

measurements were conducted using a galvanostat (HA-151, Hokuto Denko) controlled by

a computerized system. The voltage window was set to 1.3–3.0 V vs. Li /Li+. To prepare

the working electrode, the TiO2 sample (60 wt.%) and acetylene carbon black (30 wt.%) were
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mixed with polyvinylidene difluoride (PVDF) binder (10 wt.%) in appropriate quantities of

1-methyl-2-pyrrolidone. The obtained slurry was pasted onto a Cu foil and dried at 120 ◦C

for at least 2 h in vacuum prior to use. A lithium foil (Aldrich) was used as the counter

and quasi reference electrode. A mixture of ethylene carbonate (EC) and diethyl carbonate

(DEC) solution (EC : DEC=1 : 1 in volume ratio) containing 1 mol L−1 LiClO4 was used as the

electrolyte. A porous polypropylene film (Celgard #2500) was used as a separator. Both the

set-up of the cell and charge-discharge measurements were performed in an Ar-filled glove box

to avoid air exposure and contamination. In order to imbue the electrodes sufficiently with the

electrolyte solution, the assembled cells were kept in the glove box for at least 24 h before the

measurements.

5.2.4 In Situ XRD Observation

For the bulk TiO2(B) sample, in situ synchrotron XRD investigation during a galvanostatic

charge-discharge test was performed. The synchrotron XRD measurements were performed

using beam line BL-18C at the Photon Factory (PF) in the High Energy Accelerator Research

Organization (KEK), Tsukuba, Japan. The beam line configuration for the measurements is

schematically shown in Figure 5-1(A). In this study, we used a specially designed two-electrode

type configuration cell shown in Figure 5-1(B) was used for the measurements. In order

to perform the experiments accurately and effectively, observation windows with high X-ray

transmittance, high electrochemical stability, and low gas permeability are required for the

cell. Therefore, we chose crystalline diamond plates (thickness: 500 μm) as the window

material. The working electrode containing the TiO2(B) sample was sandwiched between

the diamond windows. The XRD patterns were sequentially collected with continuously

operated galvanostatic charge-discharge cycle. In order to transmit the X-ray beams, a Cu

mesh (φ = 0.11 mm, 100 mesh) was used as the current collector for working electrode in

this experiment. Except for the current collector of the working electrode, the cell constitution

was similar to that described in Section 5.2.2. The cell was assembled in an Ar-filled glove

box. The experiments were conducted using synchrotron radiation beams emitted from an
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electron storage ring operated at 2.5 GeV. The beams were monochromatized by a Si(111)

double-crystal monochromator and collimated by a pinhole collimator 100 μm in diameter.

The incident X-ray wavelength for these measurements was λ = 0.613 Å. Each diffraction

pattern was collected using a 2D imaging plate detector (Fujifilm; 200 mm × 250 mm) located

165 mm behind the sample position. Fujifilm BAS2500 imaging plate reader was used to

digital conversion. The typical exposure time were 20–30 min. Prior to the measurements,

the incident X-ray wavelength and the distance from the sample to the imaging plate detector

were calibrated using the XRD peaks of a CeO2 powder by the double cassette method.108)

All XRD measurements were performed at room temperature. Prior to further analysis, the

obtained XRD patterns were corrected for the influence of the Lorentz-polarization factor.109)

The Rietveld refinements were performed using RIETAN-FP software.168)

5.3 Results and Discussion

In this chapter, the author will report two topics: (i) lithium-storage properties of the

mesoporous carbon–TiO2 composite electrodes, and (ii) in situ XRD observation of lithium

intercalation process of pure TiO2(B) electrode. Topic (i) will be discussed in the Sections of

5.3.1, 5.3.2, and 5.3.5. Topic (ii) will be discussed in the Sections of 5.3.3 and 5.3.4.

5.3.1 Structural Properties of Mesoporous Carbon–TiO2

Composites

Figure 5-2 shows typical TEM image of MCT-600. Hexagonally aligned straight channel pores

created by the removal of the cylindrical surfactant micelle were clearly observed. The diameter

of the pore channel observed using TEM (about 5 nm) is in good agreement with the pore

size determined by N2 adsorption isotherm analysis shown in Figure 5-3(inset). The ordered

mesostructures are also confirmed in the other samples, except for the MCT-800. The structural

degradation at 800 ◦C treatment can be explained by the crystal growth of TiO2 nanoparticles in

the framework, because crystallite sizes of the anatase TiO2 estimated from the XRD patterns
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Figure 5-1 (A) Schematic of the beam line configuration for the in situ synchrotron XRD

investigation. (B) Structure of the in situ XRD cell.
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Figure 5-2 TEM photographs of MCT-600 observed (A) perpendicular and (B) parallel to

the channel pore axis.

(Figure 5-4) are drastically increased between 700 ◦C and 800 ◦C treatment. TG /DTA curves

of MCT-600 is shown in Figure 5-5. Rapid weight-loss and exoergic peak were observed at

300–400 ◦C. These peak are originate from a combustion reaction of amorphous carbon in the

composite. C : TiO2 weight ratio estimated by the TG cureve was about 3 : 7. By performing

hydrofluoric acid (HF) etching treatment, TiO2 component is selectively removed from the

MCT composites. As shown in Figure 5-6(B), in addition to the 5 nm peak originated from

the removal of the cylindrical surfactant micelle, new pore peak was appeared at around 2 nm

after HF treatment. This result indicate that TiO2 crystals are well-dispersed in the mesoporous

framework. The obtained properties are summarized in Table 5-1.

Powder XRD patterns of the composites measured with conventional laboratory-scale

equipment using Cu Kα radiation are shown in Figure 5-4. As shown in this figure, clear

diffraction peaks are observed at around 2θ = 25, 38, 48, 55, 63, 69, and 75◦. These positions

are in good agreement with those in the diffraction pattern of the anatase TiO2. Besides the

anatase peaks, very small peaks are observed at around 2θ = 30, 44, and 58◦. These peaks

cannot be explained by the commonly known TiO2 polymorphs such as rutile or brookite. In

order to analyze the detailed crystal structure of the composites, we performed synchrotron
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Figure 5-3 N2 sorption-desorption isotherms of MCT-500 (closed green circles), MCT-600

(open orange circles), MCT-700 (closed red triangles), and MCT-800 (open blue triangles). The

inset shows BJH pore size distributions calculated using the adsorption branch of the isotherm.

Table 5-1 Structural parameters of the mesoporous carbon–TiO2 composites.a

DBJH SBET Vtotal DA

(nm) (m2 g−1) (m3 g−1) (nm)

MCT-500 4.8 158 0.17 7.4

MCT-600 5.1 309 0.30 9.7

MCT-700 4.8 263 0.22 10.6

MCT-800 2.4 224 0.15 17.7

a DBJH: primary mesopore diameter estimated by the BJH method; SBET: specific surface

area estimated by the BET method; Vtotal: total pore volume; DA: crystallite size of anatase

estimated by the Scherrer’s formula (equation 5-1).
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Figure 5-4 Powder XRD patterns of (a) MCT-500, (b) MCT-600, (c) MCT-700, and (d)

MCT-800 electrodes. Cu Kα radiation (λ = 1.54 Å) was used as the incident beam.

powder XRD measurements. To eliminate the preferred orientation effect, the quartz capillary

tubes containing the samples were continuously oscillated during the measurements. The

observed XRD pattern of the MCT-600 electrode is shown in Figure 5-7. As shown in this

figure, a highly resolved diffraction pattern was successively obtained. The most characteristic

peak was located at around 2θ = 5.5◦. The peak position was found to be in good agreement

with the TiO2(B) phase. The observed synchrotron XRD pattern of the MCT-600 electrode

can be completely understood by a mixture of the anatase and TiO2(B) phases. The amount of

the TiO2(B) phase in the composites is highly dependent on carbonization temperature. The
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Figure 5-5 TG /DTA cureves of MCT-600.

diffraction feature of the TiO2(B) phase can be observed at around 2θ = 30, 44, and 58◦

in Figure 5-4. These peaks gradually disappear as the treatment temperature increases, with

exception of the the MCT-500 electrode. This result is related to the thermal stability of the

TiO2(B) phase. Since TiO2(B) is metastable, the phase transition of TiO2(B) to anatase occurs

easily at high temperatures. On the other hand, the intensity of TiO2(B) peaks for the MCT-500

electrode was weaker as compared to that of the MCT-600 electrode. Thus, the heat-treatment

temperature of 500 ◦C might not be sufficient for the crystallization of the TiO2(B) phase.

Although the formation mechanism of the TiO2(B) phase in the composites is still

unclear, we will discuss it in this section. In general, TiO2(B) is synthesized using hydrothermal

methods47) or by the calcination of layered titanate (H2Ti4O9).169) However, the synthesis

on the sol-gel method, as used in this study, is quite different from other classical methods.

Recently, Kaper et al. reported a new synthesis root for a low-temperature sol-gel method

using various surfactants and ionic liquids.170, 171) They pointed out that the formation efficiency

of the TiO2(B) phase is strongly affected by the selection of solvents and surfactants. They
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Figure 5-6 (A) N2 sorption-desorption isotherms and (B) BJH pore size distributions

calculated using the adsorption branch of the isotherm of (a) MCT-650 and (b) HF-treated

(TiO2-removed) MCT-650.
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Figure 5-7 Powder XRD pattern of the MCT-600 electrode. Monochromatized synchrotron

radiation beam (λ = 0.613 Å) was used as an incident X-ray. The sample was placed in a quartz

capillary tube, and the tube was continuously oscillated during the measurements. Anatase and

TiO2(B) diffraction peaks are marked with A and B, respectively.

explained the reason for a peculiar charge distribution and polarization pattern created by the

surfactant self-assembly. Although the combination of the surfactant and solvent used in the

present study (Pluronic F127 and ethanol) was not studied in Kaper’s report, these components

might promote the generation of the TiO2(B) phase in the composites. The carbon source of the

composites (resol) might also affect it. On the other hand, the experimental results reported by

Procházka et al. indicate that sol-gel processes starting from molecular TiO2 precursors (e.g.,

TiCl4) always provide mixtures of TiO2(B) and anatase.172) Thus, further studies are required

to discuss the formation mechanism of the TiO2(B) phase.
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Figure 5-8 (A) Charge-discharge curves of MCT-600 electrode measured at a constant

current density of 50 mA g−1. The voltage window was set to 1.5–3.0 V vs. Li /Li+. Profiles

of the initial 10 cycles were shown in the graph. The abscissa is shown as the capacity value

per TiO2 mass.

5.3.2 Electrochemical Properties of Mesoporous Carbon–TiO2

Composites

Figure 5-8 shows galvanostatic charge-discharge curves of MCT-600 electrode. In this

measurement, the negative cut-off voltage was set to 1.0 V vs. Li /Li+. As shown in the Figure,

cycle performance was very poor. The reversible capacity of MCT-600 electrode was decreased

about 49% in the initial 10 cycles. However, by changing the negative cut-off voltage from

1.0 to 1.3 V vs. Li /Li+, cycle performance was dramatically improved (see Figure 5-9(A)).

Similar improvement in cyclability were also observed in other MCT electrodes. Therefore,

voltage window at the charge-discharge measurement was set to 1.3–3.0 V vs. Li /Li+ in the

following discussion.
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Figure 5-9 (A) Charge-discharge curves of MCT-600 electrode measured at a constant

current density of 50 mA g−1. Profiles of the initial 10 cycles were shown in the graph.

The abscissa is shown as the capacity value per TiO2 mass. (B) Derivation of galvanostatic

charge-discharge curve of the MCT-600 electrode at the first cycle. The voltage window was

set to 1.3–3.0 V vs. Li /Li+.
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Figure 5-10 (A) Charge-discharge curves of MCT-700 electrode measured at a constant

current density of 50 mA g−1. Profiles of the initial 10 cycles were shown in the graph.

The abscissa is shown as the capacity value per TiO2 mass. (B) Derivation of galvanostatic

charge-discharge curve of the MCT-700 electrode at the first cycle. The voltage window was

set to 1.3–3.0 V vs. Li /Li+.

100



The charge-discharge curves of the MCT-600 and MCT-700 electrodes measured at

1.3–3.0 V vs. Li /Li+ range are shown in Figures 5-9(A) and 5-10(A), respectively. The

reversible capacity in the first cycle of the MCT-600 electrode (197 mAh g−1) was higher

than that of the MCT-700 (178 mAh g−1). Generally, electrodes having larger surface area

show superior rate performance due to ion transport. Therefore, it is reasonable that the result

of superior rate performance of the MCT-600 electrode than that of the MCT-700 electrode.

On the other hand, in the lower rate condition, this surface effect becomes to be negligible.

However, the reversible capacities and the shape of charge-discharge curves were different

between MCT-600 and MCT-700 electrodes even in the low rate condition (50 mA g−1; see

Figures 5-9 and 5-10). This indicates that the different electrochemical performance between

MCT-600 and MCT-700 cannot be explained only by the difference in the pore structure.

Therefore, the author focused on the structural change in TiO2(B) included in the composites.

Since lithium insertion into amorphous carbon (hard carbon) occurs at lower potential

than 1 V vs. Li /Li+, only lithium insertion into the TiO2 phases were observed in the potential

range of 1.3–3.0 V vs. Li /Li+. As shown in Figures 5-9 and 5-10, the shapes of the

charge-discharge curves of the MCT-600 and MCT-700 electrodes were found to be similar.

The features of the discharge curves corresponding to the lithium insertion process can be

divided into following three components:

I. Initial slope region (3.0–1.8 V vs. Li /Li+).

II. Plateau region (1.8–1.7 V vs. Li /Li+).

III. Large slope region (1.7–1.3 V vs. Li /Li+).

Examining the curves carefully, the author found that region III is composed of two plateaux.

This is further confirmed by the differential capacity plots shown in Figures 5-9(B) and 5-10(B).

Reversible charge-discharge processes were observed in all the three regions;

however, overpotential (the difference of plateau potential between the Li insertion and

extraction processes) differed from one region to another. The overpotential of the plateaux

in region III was small (∼50 mV), while that of the plateau in region II was much larger
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(∼250 mV). The plateau observed at around 1.75 V vs. Li /Li+ (region II, peak A in

Figures 5-9(B) and 5-10(B)) is explained as lithium insertion in the anatase phase.43, 165, 166)

On the other hand, the two pairs of plateaux observed in region III (peaks B1 and B2 in

Figures 5-9(B) and 5-10(B)) can be explained by the TiO2(B) phase. The lithium insertion

potential of TiO2(B) was in good agreement with the previous reports. The origin of region

I is not clear, but many researchers have observed a similar feature in TiO2(B)-containing

systems.48–53)

As shown in Figure 5-11, the cycle stability and rate performance of the MCT-600

electrode were superior to those of the MCT-700 electrode. As shown in Figures 5-12 and

5-13, the MCT-600 electrode showed good rate performance. This result seems to be related to

the amount of the TiO2(B) phase. As mentioned above, TiO2(B) in the composites gradually

decreased with increasing carbonization temperature. This fact is also confirmed in the

charge-discharge curves shown in the Figures 5-9(A) and 5-10(A). On the discharge curve in

the first cycle, the capacity of anatase (region II) in the MCT-600 and MCT-700 electrodes was

about 50 and 70 mAh g−1, respectively. Meanwhile, the capacity of TiO2(B) (region III) in the

MCT-600 and MCT-700 electrodes was about 150 and 120 mAh g−1, respectively. The capacity

of region I (which is probably related to the TiO2(B) phase) in the MCT-600 was also larger

than that of the MCT-700 electrode at the first discharge. Thus, relative capacity contribution of

TiO2(B) to anatase in the MCT-600 electrode was higher than that of the MCT-700 electrode.

The coulombic efficiency at the first cycle was very poor for both MCT-600 and MCT-700

electrodes: 72% for MCT-600 and 75% for MCT-700. In both electrodes, the behavior of

capacity loss in the first cycle of the TiO2(B) phase (regions I and III) was similar to that of

anatase (region II). In contrast, the capacity retention after the second cycle was quite different

in each electrode. The reversible capacity of the MCT-700 electrode rapidly decreased with

the cycles, whereas the capacity drop of MCT-600 was relatively negligible. The capacity loss

of the MCT-700 electrode seems to be attributable to the anatase phase since the reversible

capacity of region II clearly decreased with the cycles, in contrast to those of regions I and III.

In order to discuss the origin of the above mentioned difference between anatase and
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Figure 5-11 Cycling performance of MCT-600 (open red circles) and MCT-700 (closed blue

circles) electrodes at different current densities of (a) 50, (b) 100, (c) 200, and (d) 400 mA g−1.

The voltage window was set to 1.3–3.0 V vs. Li /Li+.

TiO2(B) in the composites, a comparison of the lithium storage mechanism among their crystal

phases is required. In this sense, in situ structural observation, especially that of an XRD

study, should provide useful information. In the case of anatase, detailed structural change

upon lithium insertion was elucidated by some groups.43, 165, 166) On the other hand, lithium

storage at TiO2(B) has still not been thoroughly investigated. So far, the discussion of the

lithium insertion mechanism in the TiO2(B) phase has been conducted mainly on the basis of

theoretical calculations.173–175) To the best of our knowledge, an ex situ neutron diffraction

investigation recently performed by Armstrong et al.176) and an ex situ X-ray adsorption

spectroscopy study performed by Okumura et al.177) are the only experimental studies with

regard to TiO2(B) electrodes. Since the scattering factor of a lithium atom for neutrons is higher

than that for X-rays, neutron diffraction is more suitable for the analysis of the lithium storage

position in electrode materials than XRD. However, certain problems of neutron diffraction,
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Figure 5-12 Charge-discharge curves of MCT-600 electrode at different current densities of

(a) 50, (b) 100, (c) 200, (d) 400 and (e) 1000 mA g−1. The voltage window was set to 1.3–3.0 V

vs. Li /Li+. 10th cycle data are shown in the graph.

such as restrictions of cell geometry and low beam flux, make it difficult to apply this technique

to in situ measurement. Thus, the XRD method has a great advantage for analyzing continuous

structural changes in electrode materials under controlling of electrode potential. Therefore, we

attempted in situ structural investigation of a TiO2(B) electrode using the XRD method. Since a

high-brightness X-ray source is required for the measurements, we used a synchrotron radiation

beam in this study. The in situ XRD investigation was carried out using a bulk TiO2(B) sample,

instead of carbon–TiO2 composites. This is because the diffraction patterns of the carbon–TiO2

composites are too complicated owing to their mixed phase and the feature of broad peaks

makes it difficult to examine the detailed structural changes in the TiO2(B) phase upon lithium

insertion.
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Figure 5-13 Current density vs. reversible capacity plot of the MCT-600 electrode.

Corresponding charge-discharge curves are shown in Figure 5-12.

5.3.3 Characterization of Bulk TiO2(B) Sample for In Situ

Observation

Figure 5-14 represents the XRD pattern of the obtained bulk TiO2(B) sample measured using

Cu Kα radiation. All peaks were assigned to the TiO2(B) phase. The Raman spectrum was

also in good agreement with previously reported spectra of TiO2(B) samples (Figure 5-15).178)

The low-intensity feature of the 144 cm−1 peak (originating from the anatase and TiO2(B)

phases, marked with black inverted triangle) compared with the 123 cm−1 peak (originating

from the TiO2(B) phase, marked with white inverted triangle) indicates small amount of

anatase impurity in the sample.178) The lattice parameters and the crystal structure obtained by

Rietveld refinement of the XRD pattern (Figure 5-14) are shown in Table 5-2 and Figure 5-16,

respectively. The pattern refinement indicated a preferred orientation parallel to the b-axis of

TiO2(B). This result can be understood by its rod-like morphology. As shown in the SEM
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Figure 5-14 Powder XRD patterns of the obtained bulk TiO2(B) sample. Cu Kα radiation

(λ = 1.54 Å) was used as the incident beam.

image in Figure 5-17(A), rod-like crystals about 300 nm wide and 1-4 μm in length were

clearly observed. Previous studies using high-resolution TEM showed that the direction of the

long axis of the rods corresponds to that of the b-axis in the TiO2(B) crystal.176) The SEM-EDX

spectrum of the obtained sample is shown in Figure 5-17(B).As shown in the figure, only Ti,

O, and C elements were detected. This result shows that K+ ions were sufficiently removed by

the ion-exchange process.

The galvanostatic charge-discharge curve of the obtained TiO2(B) sample is shown in

Figure 5-18(A). In the discharge curve, two pairs of plateaux, which are characteristic features

of the TiO2(B) phase, were observed at around 1.5–1.6 V vs. Li /Li+ (marked as B1 and

B2 in Figure 5-18(B)) and were similar to those of the carbon–TiO2 composites. In addition,

another small plateau pair was observed at around 1.7–2.0 V vs. Li /Li+ (marked as A in

Figure 5-18(B)). This plateau may be attributed to the anatase phase. However, as mentioned

above, anatase was not detected by XRD method. Since anatase was not detected even in the

synchrotron XRD patterns, the in situ XRD observations were performed using this sample.
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Table 5-2 Structural parameters of synthesized TiO2(B), from the Rietveld refinement.

Space group: C2 /m (No. 12, unique axis b, monoclinic)

a = 12.2121(10) Å, b = 3.7555(1) Å, c = 6.5365(4) Å, β = 107.042(9)◦, V = 286.611 Å3

Rwp = 4.472, Rp = 3.491, Re = 2.440, S = 1.8329

atom site g x y z B (Å)

Ti1 4i 1∗ 0.19816(17) 0∗ 0.28829( 29) 0.525( 65)

Ti2 4i 1∗ 0.09967(17) 0∗ 0.70272( 27) 0.548( 62)

O1 4i 1∗ 0.12513(41) 0∗ 0.99454(103) 1.092(147)

O2 4i 1∗ 0.27221(69) 0∗ 0.66142( 80) 0.613(155)

O3 4i 1∗ 0.07131(58) 0∗ 0.37327( 79) 1.010(163)

O4 4i 1∗ 0.37664(70) 0∗ 0.28138( 87) 1.177(209)

∗Fixed parameters

Figure 5-15 Raman spectra of the (a) obtained bulk TiO2(B) and (b) anatase sample used as

the precursor for TiO2(B) synthesis. A 532.1 nm laser diode was used as the excitation source.
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Figure 5-16 Crystal structure of TiO2(B) determined by the Rietveld refinement of XRD

pattern (Figure 5-14) obtained before lithium insertion. Oxygen and titanium atoms are shown

in red and blue, respectively.

5.3.4 Structural Changes in TiO2(B) Phase upon Lithium

Insertion

Figure 5-19 shows the observed in situ XRD patterns of the TiO2(B) electrode. Although

unwanted diffraction peaks from the copper mesh and a complex background pattern caused

by the electrolyte solution were also observed, clear diffraction patterns of TiO2(B) were

successfully obtained. As shown in Figure 5-19, the TiO2(B) electrode exhibited reversible

structural changes. The peak positions gradually shifted toward the small-angle side with

lithium insertion and to the wide-angle side with lithium extraction. The small- and

wide-angular shifts corresponded to the expansion and contraction of the crystal lattice,

respectively. The peak positions observed after the first cycle (observed at 3.0 V vs. Li /Li+,

Li extracted state) were correctly matched with the position of a pristine electrode (observed at

the open circuit potential before the cycles).

Until the electrode potential reached 1.6 V vs. Li /Li+ in the discharge process, a
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Figure 5-17 (A) SEM image and (B) EDX spectrum of the obtained bulk TiO2(B) sample.

prominent peak shift was not observed. This indicates that TiO2(B) can store Li ions without

large structural changes at the primary state. Since remarkable structural changes were not

observed around 1.75 V vs. Li /Li+, the plateau observed at this voltage during the discharge

seems to be independent with respect to the TiO2(B) phase.

Clear peak shifts were observed mainly under 1.6 V vs. Li /Li+. Interestingly, the

number of peaks and their relative intensities were maintained even after reaching the fully

lithiated state (observed at 1.3 V vs. Li /Li+). This fact indicate that TiO2(B) can store

lithium ions with maintaining its initial monoclinic crystal structure This behavior of lithium

storage is different from that of anatase, which requires a large structural change (tetragonal

to orthorhombic) upon lithium insertion.43, 165, 166) Table 5-3 show the lattice parameters and
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Figure 5-18 (A) Galvanostatic charge-discharge curves of the bulk TiO2(B) electrode in the

first cycle. The current density was set to 50 mA g−1. (B) Derivation of the galvanostatic

charge-discharge curve of the bulk TiO2(B) electrode in the first cycle.

the crystal structure obtained by the Rietveld analysis of the XRD pattern observed at 1.3 V

vs. Li /Li+. Unfortunately, the detailed lithium positions and isotropic temperature factor (B)

could not be refined because of the low scattering factor of lithium; however, a reasonable

crystal structure was successively obtained. The obtained structure was in agreement with

the previously reported Li0.8TiO2(B) structure determined by the ex situ neutron diffraction

method.176)

As shown in Tables 5-2 and 5-3, the internal atomic coordinate in the fully lithiated

state was very close to that in the pristine state. On the other hand, the outer shape of the

crystal lattice (a, b, c, and β) changed anisotropically with lithium insertion. Figure 5-20

shows apparent changes of crystal parameters estimated from several types of major diffraction

peaks. This figure shows each lattice parameter change as a function of lithium content.

The length of the a-axis and b-axis gradually increased with lithium insertion, while that of

the c-axis and angle-β were almost constant during lithium storage. Observing the figures

carefully, we find that the changes in the cell parameters were not monotonous. In case of the

a-axis, step-like changes were observed at around 120 mAh g−1 (∼1.57 V vs. Li /Li+) and
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Figure 5-19 Observed in situ XRD patterns of the bulk TiO2(B) electrode. The XRD

patterns were sequentially collected with continuous galvanostatic charge-discharge cycles

(30 mA g−1). The potentials of the collected XRD patterns are indicated by circles in the

charge-discharge curve in Figure 5-18(A).
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Table 5-3 Structural parameters of the TiO2(B) electrode observed at 1.3 V vs. Li /Li+,

determined by the Rietveld refinement.

Space group: C2 /m (No. 12, unique axis b, monoclinic)

a = 12.7404(92) Å, b = 3.9270(2) Å, c = 6.5872(25) Å, β = 109.081(58)◦, V = 311.455 Å3

Rwp = 7.266, Rp = 5.947, Re = 4.154, S = 1.7492

atom site g x y z B (Å)

Ti1 4i 1∗ 0.30664(117) 0∗ 0.69622(117) 1.0∗

Ti2 4i 1∗ 0.40177(117) 0∗ 0.32996(140) 1.0∗

O1 4i 1∗ 0.36037(301) 0∗ 1.04376(472) 1.0∗

O2 4i 1∗ 0.23610(334) 0∗ 0.33089(404) 1.0∗

O3 4i 1∗ 0.12627(437) 0∗ 0.67115(304) 1.0∗

O4 4i 1∗ 0.44971(455) 0∗ 0.69987(615) 1.0∗

∗Fixed parameters

160 mAh g−1 (∼1.52 V vs. Li /Li+). Similarly, in case of b-axis, the expansion slopes also

changed at those points. These points were approximately matched with the peak potentials of

differential capacity plot shown in Figure 5-18(B) (marked as B1 and B2). Plateaux observed

in those potential regions seem to represent two-phase equilibrium reactions. In Figure 5-20,

the error bars of volume (V ) around the plateau potentials were significantly larger than those

in the other regions. This indicates that single-phase fitting was not suitable for the plateau

regions. In order to discuss the detailed lithium insertion process such as changes of internal

atomic coordination, and composition of intermediate phases in each plateau region (B1 and

B2), further assessment is required. One may think that, multiphase Rietveld pattern fitting

is useful to discuss such two-phase reactions. However, we could not achieve a satisfying

fit by using this method probably due to the small crystallite size of the TiO2(B) sample

(which causes broadening in the diffraction peaks), complicatedly overlapped peak feature,

intricately-shaped background pattern, and low-scattering factor of Li atoms. Although pattern

fitting with unnatural parameters can be done even in such a situation, we judged it is very hard
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Figure 5-20 Changes in apparent crystal lattice parameters of TiO2(B) upon lithium insertion.

to obtain reasonable parameters. Therefore, we did not perform farther multiphase Rietveld

analysis.

In order to analyze the two-phase reactions in more safe and correct way, we focused

on 020 diffraction peak observed at around 2θ=19◦, because the peak intensity is quite high,

and not overlapped with other diffraction peaks. In addition, the 020 peak is located between the

peaks of copper current corrector that can be used as angular standards. A magnified view of the
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020 peaks is shown in Figure 5-21. The peak shape of the pristine electrode was symmetrical,

while their profiles observed at the plateau regions were asymmetrical. As seen in Figure 5-21,

the asymmetric profiles at the plateau regions are well explained by the superposition of the

two decomposed peaks. The intensity ratio of each decomposed peak changed gradually with

lithium insertion, and finally their profile converged into a single component. This result is

in good accordance with the typical feature of a two-phase equilibrium reaction. The first

phase transition (noted as “two-phase equilibrium (1)” in Figure 5-21(A)) is located between

1.68 V vs. Li /Li+ (Li∼0.1TiO2) and 1.57 V vs. Li /Li+ (Li∼0.25TiO2). This potential region

corresponds to the plateau region marked as B1 in Figure 5-21(B). In this phase transition,

the length of b-axis is expanded from 3.75 Å to 3.77 Å. On the other hand, the second phase

transition (noted as “two-phase equilibrium (2)” in Figure 5-21(A)) is located between 1.57 V

vs. Li /Li+ (Li∼0.25TiO2) and 1.52 V vs. Li /Li+ (Li∼0.5TiO2). This potential corresponds to

the plateau region marked as B2 in Figure 5-21(B). In this phase transition, the length of b is

expanded from 3.77 Å to 3.83 Å. In the meantime, in the case of monoclinic system, d value

of hkl diffraction line dhkl is expressed as following equation:

1

d2
hkl

=
1

sin2 β

(
h2

a2
+

k2 sin2 β

b2
+

l2

c2
− 2hl cos β

ac

)
(5-3)

Therefore, the length of a can be estimated from b, β, and d110 as follow:

a =
bd110

sin β
√

b2 − d2
110

(5-4)

Since the crystal cell parameter of β was almost constant during lithium insertion, it is

meaningful to estimate the value of a in each intermediate state from the position of 110

diffraction peak with an assumption of a constant β value (β=108◦). In the first phase transition

(marked as B1 in Figure 5-21(B)), the length of a is expanded from 12.1 Å to 12.3 Å. On the

other hand, in the second phase transition (marked as B2 in Figure 5-21(B)), the length of a

is expanded from 12.3 Å to 12.7 Å. Therefore, the increments of both a and b in the second

phase transition (marked as B2 in Figure 5-21(B)) were relatively larger than that in the first

phase transition (marked as B1 in Figure 5-21(B)).

The phase transitions at the plateau regions can be explained by changing the lithium
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Figure 5-21 (A) Magnified view of the 020 peaks. The XRD patterns were sequentially

collected with continuous galvanostatic charge-discharge cycles (25 mA g−1). Each pattern

was observed at the potential indicated by circles on the derivation of the galvanostatic

charge-discharge curve of the TiO2(B) electrode, shown in (B).

storage sites with a two-step transformation. Previous studies indicate that the TiO2(B) crystals

have at least three lithium storage sites located at vacancy spaces created by TiO6 octahedral

chains. The storage sites are named as A1, A2 and C (see Figure 5-22) in the previous

reports.174, 176) Since the insertion energy is different for each type of site, lithium occupations

should occur sequentially in a step-by-step manner.173–176) Armstrong described that lithium

ions are stored as a following manner: firstly C site is occupied at x < 0.25 for LixTiO2(B),

then A1 site is occupied at 0.25 < x < 0.5, and finally A2 site is occupied at x > 0.5.149)

Since the C site is located at the center of large vacancy space of TiO6 octahedral chains, the
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Figure 5-22 Lithium storage sites of TiO2(B). Oxygen and titanium atoms are shown in red

and blue, respectively.

degree of structural changes accompanied by the lithium insertion in x < 0.25 should become

very small. This mechanism is reasonable to explain the observed small structural change

at the first two-phase transition in this study (Li0TiO2(B) to Li0.25TiO2(B), marked as B1 in

Figure 5-21(B)). The second two-phase transition (Li0.25TiO2(B) to Li0.5TiO2(B), marked as

B2 in Figure 5-21(B)) also seems to be explained by the changing of storage site (C to A1 site).

However, it should be noted that the changing manner of cell parameters reported

by Armstrong et al.176) (ex situ neutron diffraction) differ from our in situ XRD results.

Armstrong analyzed that, the cell parameter a was increased once with the first phase transition

(Li0TiO2(B) to Li0.25TiO2(B); 12.2078(10) Å to 12.884(5) Å), and then decreased with the

second phase transition (Li0.25TiO2(B) to Li0.5TiO2(B); 12.884(5) Å to 12.451(5) Å). In

addition, the increment of b in the first phase transition (3.74878(13) Å to 3.8019(8) Å) was

larger than that in the second phase transition (3.8019(8) Å to 3.8168(8) Å). Those results

are completely different from our findings (i.e. the length a was continuously increased with

lithium insertion, and the increment of b in the second phase transition was larger than that

in the first phase transition.) Because of the advantage of large scattering factor of lithium

ions, neutron diffraction analysis is useful to discuss the changing of atomic coordination in
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lithium storage electrodes. However, since lithiated electrode is unstable, the ex situ method is

accompanied with the risk of electrode degradation. In this respect, the in situ method used in

this study has a great advantageous to analyze lithium storage process compared with ex situ

method. Therefore, we think that the revision of Li0.25TiO2(B) structure is required to discuss

detailed lithium storage process.

After the plateau region, the peak position shifted continuously and monotonically

with lithium insertion. The increment of the lattice parameters under 1.5 V vs. Li /Li+ can be

understood by solid solution type lithium insertion into the TiO2(B) lattice. From the number

of Ti atoms and vacancy sites that can be stored by Li atoms, TiO2(B) can store ions up to

the LiTiO2 composition, which corresponds to a capacity of 336 mAh g−1. However, due

to large ionic repulsions between neighboring lithium atoms, lithium storage in this region

seems unstable. The crystal volume increased rapidly with lithium insertion in this region.

Therefore, in general, the amount of lithium storage in the bulk TiO2(B) samples is restricted

to ∼235 mAh g−1 (Li0.7TiO2).

To summarize the results this section, the following points were elucidated by the

in situ XRD observations:

1. The monoclinic crystal structure of TiO2(B) is maintained during lithium insertion.

2. TiO2(B) can store lithium ions without large structural changes at the primary state (E >

1.6 V vs. Li /Li+, in discharge process).

3. Two types of two-phase equilibrium lithium storage were observed at 1.68 to 1.57 V vs.

Li /Li+, and 1.57 to 1.52 V vs. Li /Li+. The potentials correspond to the plateau region

marked as B1 and B2 in Figure 5-18(B), respectively.

4. The length of c-axis and angle-β were almost constant during lithium insertion. On the

other hand, the length of a-axis and b-axis increased with phase transition. The increment

of a and b in the second phase transition (marked as B2 in Figure 5-18(B)) was relatively

larger than that in the first phase transition (marked as B1 in Figure 5-18(B)).

5. In the potential region of E < 1.5 V vs. Li /Li+, solid-solution-type lithium insertion

occurs. The crystal volume was continuously increased with lithium insertion in this region.
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6. Structural changes in TiO2(B) are reversible: the peak positions observed after the first cycle

(observed at 3.0 V vs. Li /Li+, Li extracted state) returned to those original positions of the

pristine electrode (observed at open circuit potential in the previous cycle).

5.3.5 Role of TiO2(B) Phase in Mesoporous Carbon–TiO2

Electrodes

As mentioned in Section 5.3.2, the MCT-600 electrode showed superior cycle stability and rate

performance compared with the MCT-700 electrode. The difference in the performance seems

to be related to the crystal phase of TiO2. The reversible capacity, especially at the anatase

storage region (region II), decreased rapidly with the cycles in the MCT-700 electrode. This

result can be explained by the structural change in the anatase crystals. The framework structure

of the composites is sensitive to the changes in crystal structure incorporated in the mesoporous

framework. In case of anatase, drastic structural change (tetragonal to orthorhombic) occurs

at the anatase plateau region (∼1.75 V vs. Li /Li+). Such structural change is detrimental to

maintain the electrode structure. The deformation of the electrode structure would induce a

decrease in capacity. On the other hand, TiO2(B) crystals store lithium ions with maintaining

its initial monoclinic structure. Therefore, its structural deformation seems to be relatively

suppressed compared with that of anatase. As discussed in Section 5.3.2, the cycle performance

of MCT electrodes were highly dependent on the the cut-off voltage: charge-discharge cycles

under 1.3 V vs. Li /Li+ are not suitable for stable cycle performance. This result may be

explained by a volumetric expansion of TiO2(B) phase. The in situ XRD investigation revealed

that the lattice volume of TiO2(B) increases continuously with lithium insertion under 1.5 V

vs. Li /Li+. Therefore, a lower cut-off voltage induces larger volume expansion of the TiO2(B)

crystal, which in turn induces structural deformation of the electrode analogous to that of

anatase.

Because of the straight lithium conduction pass along b-axis, lithium storage at

the monoclinic TiO2(B) structure is suitable for high-power operations. Such a high-speed
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lithium storage characteristic is known as pseudocapacitive behavior, previously reported by

Zukalová et al.179) Since TiO2(B) electrodes show superior rate performance compared to

anatase ones, the good rate capability of the MCT-600 electrode can be understood by the

TiO2(B) phase. In addition, it was found that the rate capability of region I (E > 1.6 V vs.

Li /Li+) was superior to that of region III (E < 1.5 V vs. Li /Li+) even though both the

regions corresponded to the same TiO2(B) structure. This fact may be related to the degree of

structural change, since a large amount of this change is unlikely for high-speed lithium storage.

As mentioned above, the structural change in region III was larger than that in region I.

5.4 Summary

In this study, lithium storage properties of the MCT-600 and MCT-700 electrodes were

compared. It was found that the cycle stability and rate performance of the MCT-600 electrode

was superior to that of the MCT-700. This result seemed to be related with the amount

of TiO2(B) phase. In order to discuss the detailed lithium storage process in the TiO2(B)

phase, in situ XRD measurements using a bulk TiO2(B) sample was conducted. From these

measurements, we have successfully obtained information about structural changes in the

TiO2(B) phase during Li insertion and extraction. It was revealed that the initial monoclinic

structure of TiO2(B) was almost maintained during lithium insertion. The unique crystal

structure and the behavior of structural change seem to support the superior performance of

electrodes containing the TiO2(B) phase.
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Chapter 6

Photoluminescence Properties of Ordered

Mesoporous Carbon–SiO2 Composites

6.1 Introduction

As mentioned in Section 1.3, photoluminescence materials having stable, efficient, and

inexpensive phosphor materials that provide a high color rendering performance with less

toxicity are desired. Recently the author found strong white-light emission from oxidized

mesoporous carbon–SiO2 composite systems (oxMCSs) under long-wavelength UV light (λ =

300–400 nm) irradiation. The photoluminescence (PL) spectra of the composites cover almost

the entire visible range, and its shapes are similar to that of sunlight. The composites possessing

ordered, cylindrical mesopores consist of a homogeneous matrix of silica nanoparticles and

amorphous carbon. Furthermore, they are not comprised of expensive and toxic elements.

These properties of the oxMCSs should be useful for the LED-phosphor application in terms

of cost and color reproducibility. Therefore, photoluminescence properties of oxMCSs were

studied in this chapter.

6.2 Experimental Methods

6.2.1 Sample Preparation

Mesoporous carbon–SiO2 composites (MCSs) were synthesized by triconstituent co-assembly

method as described in Section 2.2.1.4. Although, carbonization temperature was fixed to

900 ◦C in the previous section, the temperature was varied from 600 ◦C to 1200 ◦C in this

chapter. For convenience, the obtained as-made MCSs were designated as MCS-x(AM),
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Figure 6-1 White-light emission from oxidized mesoporous carbon–SiO2 composite.

(MCS-900(ox500-2)). (Left) Under normal-light. (Right) Under 365 nm UV-light excitation.

where x represents carbonization temperature (◦C). The as-made MCS-x(AM) samples are

PL inactive, while they became activate after calcination in air (air-oxidation). Air-oxidation

temperature of the as-made samples were varied in range from 400 ◦C to 700 ◦C in this

study. In this chapter, the obtained oxidized MCS samples (oxMCSs) were designated

as MCS-x(oxy-z), where y and z are oxidation temperature (◦C) and oxidation-time (h),

respectively. Furthermore, uncarbonized samples were also prepared for comparison. The

uncarbonized samples were designated as MCS-UC(oxy-z), where y and z are oxidation

temperature (◦C) and oxidation-time (h), respectively.

6.2.2 Characterization

Nitrogen adsorption / desorption isotherms at 77 K were measured using a Shimadzu Gemini

2375 instrument. Prior to the isotherm measurements, the samples were heat treated at

200 ◦C under vacuum (< 3 Pa) for at least 1 h to remove adsorbed moisture. The

specific surface areas (SBET) were estimated using the Brunauer–Emmett–Teller (BET)

method32) and the adsorption data in the relative pressure (P / P0) range from 0.05 to

0.16. The total pore volumes (Vtotal) were calculated using the Gurvich rule at P / P0 =

0.97. Thermogravimetric (TG) measurements were performed using a Shimadzu TGA-50

instrument. Small-angle powder X-ray scattering (SAXS) measurements were carried out using
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a Rigaku Nano-Viewer diffractometer, equipped with a two dimensional (2D) imaging plate

detector (Rigaku R-AXIS IV++), using Cu Kα radiation (λ = 1.54 Å) as an incident beam.

X-ray photoelectron spectroscopy (XPS) analysis were performed using a ULVAC-PHI PHI

5000 spectrometer using monochromatic Al Kα radiation (1486.6 eV) as the excitation source.

Fourier transform infrared absorption (FTIR) spectra were measured using a Perkin-Elmer

System 2000 spectrometer or JASCO FT / IR-6300 spectrometer, using the conventional

KBr pellet technique. Electron spin resonance (ESR) measurements were performed using

JEOL RE-1X spectrometer. In the ESR measuremets, operating frequency, amplitude of

magnetic field modulation, and modulation frequency were set to 9.15 GHz, 0.5 mT, and

100 kHz, respectively. Quartz tube was used as a sample container, and a Mn marker

(MgO:Mn2+) was used as a spin-density standard. 29Si solid-state nuclear magnetic resonance

(NMR) measurements were conducted using Varian INOVA-400 plus spectrometer. In the

measurements, two types of method were used: one was magic angle spinning (MAS), and

the other was cross-polarization /magic angle spinning (CP /MAS). In the both methods, the

dipolar-decoupling (DD) technique was simultaneously used. ZrO2 tube was used as a sample

container, and rotating speed for the MAS was set to 6 kHz. In the obtained spectra, the

peak position of tetramethylsilane (Si(CH3)4; TMS) was defined as 0 ppm. In addition,

polydimethylsiloxane (PDMS) was used as external standard for chemical-shift calibration.

Photoluminescence (PL) and PL excitation (PLE) spectral measurements were performed using

a Horiba SPEX Fluorolog-3 spectrometer equipped with a 450 W Xe-lamp, or home-made

PL microscope system equipped with 365 nm laser diode (Omicron-Laserage LEDMOD365;

excitation source) and the Princeton Instrument Acton SP2300 charge-coupled device (CCD)

detector. All measurements were performed at room temperature.
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6.3 Results and Discussion

6.3.1 Structural Properties of Oxidized Mesoporous

Carbon–SiO2 Composites

Firstly, in order to investigate the effects of air-oxidation temperature, structural properties

of MCS-900(oxy-2) series (y: oxidation temperature (◦C)) were characterized. Structural

peroperties of the un-oxidized sample, that is MCS-900(AM), was described in the

Sections 2.4.1 and 2.4.2, as the “MCS” sample. The pore-size distribution curves and the

SAXS patterns of the composite samples before and after the air-oxidation treatments are

shown in Figures 6-2(B) and 6-3, respectively. As shown in these figures, with the air-oxidation

temperature increases, the mean pore size of the composites increases and the crystallinity

degrade. This is possible because the framework structure of MCS-900(AM), consisting

of carbon–silica composite, is weakened by the removal of carbon during the air-oxidation

treatment, and some channel pores may fuse together, thereby increasing the effective pore sizes

of the materials. On the other hand, it was observed that the 10 diffraction peak position and its

peak width are unaffected by the air-oxidation treatment, although its intensity decreases with

increasing oxidation temperature. This implies that channel pore fusion occurs heterogeneously

in the samples, and some parts of the samples maintain the ordered pore structure. The BET

surface areas gradually decreased with increasing oxidation temperature. This decrease is

attributed to two reasons. Firstly, the mass density of the sample could have increased by

air-oxidation treatment because of the removal of carbon. Secondly, the possible fusion of the

channel pores.

The elemental compositions of MCSs, which were estimated from XPS analysis, are

summarized in Table 6-1. We confirmed the presence of Si, O, and C in all samples. As shown

in the table, carbon concentration first gradually and then drastically decreased with increasing

oxidation temperature. The critical burning temperature of the carbon component should be

between 400 and 500 ◦C. However, a small amount of carbon was still present even after the
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Figure 6-2 (A) N2 adsorption / desorption isotherms and (B) BJH pore size distribution

curves of (a) MCS-900(AM), (b) MCS-900(ox400-2), (c) MCS-900(ox500-2), (d)

MCS-900(ox600-2),and (d) MCS-900(ox700-2).
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Figure 6-3 SAXS patterns of (a) MCS-900(AM), (b) MCS-900(ox400-2), (c)

MCS-900(ox500-2), and (d) MCS-900(ox600-2). Cu Kα radiation (λ = 1.54 Å) was

used as an incident beam.

highest oxidation temperature (700 ◦C) was attained (MCS-900(ox700-2)).

The FTIR spectra of MCSs are shown in Figure 6-4(A). The absorption bands at

around 470 and 800 cm−1 are assigned to rocking (R) and symmetrical stretching (SS) vibration

of the Si–O–Si group, respectively. These bands are commonly observed in bulk silica.180, 181)

The small peak at 950 cm−1 can be attributed to the stretching vibration of the Si–OH

group (SOH).182) The broad band located between 980 and 1300 cm−1 can be assigned to the

asymmetrical stretching vibrations of the Si–O–Si, C–O–C, and Si–O–C groups. The features

in this area can be divided into several components. The most intense region in the band at

approximately 980–1180 cm−1 appears to be dominated by three peaks centered at about 1060,

1100, and 1180 cm−1, which are assigned to the Si–O–Si stretching in-phase transverse-optical

mode (AS1, TO), the Si–O–C or C–O–C stretching mode (ASC), and the Si–O–Si stretching

in-phase longitudinal-optical mode (AS1, LO), respectively.183–185) The band shoulder at
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Table 6-1 Properties of the mesoporous carbon–SiO2 composites as a function of

air-oxdation temperature.a

x y z SBET Vtotal Compositionb (at.%)

(◦C) (◦C) (h) (m2 g−1) (m3 g−1) C Si O

MCS-900(AM) 900 — — 339 0.37 53.1 14.3 32.6

MCS-900(ox400-2) 900 400 2 265 0.82 32.4 20.0 47.6

MCS-900(ox500-2) 900 500 2 257 0.87 5.7 31.0 63.0

MCS-900(ox600-2) 900 600 2 138 0.70 2.5 30.4 67.0

MCS-900(ox700-2) 900 700 2 12 0.02 3.8 32.4 63.7

a x: carbonization temperature under inert atmosphere; y: air-oxidation temperature; z:

duration of air-oxidation at TOx; SBET: specific surface area estimated by the BET method;

Vtotal: total pore volume.

b Chemical compositions of C, Si, and O were estimated using XPS C 1s, Si 2p, and O 1s,

respectively.

approximately 1250 cm−1 can be assigned to the Si–O–Si stretching out-of-phase mode

(AS2).181) Figure 6-4(B) shows the FTIR spectra of the air-oxidized MCSs normalized by the

transmittance of the AS2 mode (1250 cm−1). As shown in the figure, the intensity ratios of

ASC to AS2 gradually decrease with increasing oxidation temperature. This result indicates

that the relative abundance of Si–O–C bonds to Si–O–Si bonds decreases with temperature.

This behavior is considered reasonable if the decrease of carbon concentration accompanied

by the increasing oxidation temperature is taken into account. Actually, carbon concentration

esitimated by the XPS analysis was decreased with increasing oxidation temperature, as

mentioned above.

Figure 6-5 shows ESR spectra of MCSs. Clear signal was observed at around 325 mT

(g = 2.003). This signal can be assigned as dangling-bond of amorphous carbon. As shown in

the figure, spin concentration was once increased until 400 ◦C, and subsequently decreased

with increasing air-oxidation temperature. The initial increment of spin density seems to
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Figure 6-4 (A) FTIR spectra of (a) MCS-900(AM), (b) MCS-900(ox400-2), (c)

MCS-900(ox500-2), and (d) MCS-900(ox600-2). FTIR spectra of airoxidized MCSs

normalized with the transmittance values at 1250 cm−1 are shown in (B).
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Figure 6-5 ESR spectra of (a) MCS-900(AM), (b) MCS-900(ox400-2), (c)

MCS-900(ox500-2), (d) MCS-900(ox600-2), and (e) MCS-900(ox700-2). The peaks

marked with asterisk (*) are signal of Mn marker (MgO:Mn2+) used as a spin-density standard.

be explained by partial oxidation reaction of amorphous carbon in the pore-wall. Such a

oxidation reaction should create dangling-bond at carbon-edge. The following decrement

of spin density can be explained by the decrement of defective-carbon due to combustion

reaction. As discussed above, concentration of amorphous carbon is rapidly decreased with

oxidation treatment in > 400 ◦C temperature region. In the combustion reaction, defective

carbons, which is probably the origin of the ESR signal observed at g = 2.003, should

preferentially-removed compared to non-defective sp2 carbon structure.

In order to analyze chemical character of SiO2 component, 29Si solid-state NMR

measurements were performed. According to the previous reports, 29Si NMR spectrum is

sensitive to coordination number and coordination elements of silicon atoms. Figure 6-6(A)

shows 29Si MAS NMR spectra of MCSs. In the spectra, three peaks marked with Q4 (ca.
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−110 ppm), Q3 (ca. −100 ppm), and T (ca. −45 ppm) were observed. Figure 6-6(B) shows

29Si CP /MAS NMR spectra of MCSs. In the CP /MAS spectra, the T peaks were not observed,

and the intensity of Q3 peaks were relatively increased compare to the corresponding Q4 peaks.

By comparing MAS and CP /MAS spectra, the peaks of Q4, Q3 and T are assigned as Si(OSi)4,

(HO)Si(OSi)3, and (C)Si(OSi)3, respectively. As shown in Figure 6-6(A), the intensity of Q3

peak was gradually decreased with increasing oxidation temperature. This result means that the

concentration of silanol group (Si-OH) was decreased with increasing oxidation temperature.

Such a decrement of Si-OH group was also confirmed in the FTIR spectra (see SOH peaks

in Figure 6-4). On the other hand, the concentration of Si–C bond (T peak) was increased

with increasing oxidation temperature. These results (decrement of Si–OH, and increment

of Si–C with increasing oxidation temperature) may be explained as following schemes. As

mentioned above, combustion reaction of amorphous carbons occurs above 400 ◦C oxidation.

In this reaction, reactive molecules such as carbon monoxide (CO) should be produced. The

generated CO molecules would attack reactive defect-sites such as Si–OH. As a result Si–OH

groups would be decreased, and Si–C bond can be created.

6.3.2 Photoluminescence Properties of Oxidized Mesoporous

Carbon–SiO2 Composites

Under UV light excitation, un-oxidized samples (i.e. MCS-600(AM), MCS-700(AM),

MCS-800(AM), and MCS-900(AM)) did not exhibit luminescence, whereas air-oxidized

MCSs (oxMCSs) exhibited strong white-light emission. The emission was strong white light,

enough for the excitation by the very weak UV light of a portable pen-type 370-nm-LED

lighting device, to be clearly observed even in daylight (not in the dark room) with naked eyes.

Firstly, photoluminescence properties of MCS-900(oxy-2) series (y: oxidation temperature

(◦C)) were investigated.

By PLE measurement of the 550-nm emission, three intense peaks were observed

at around 275, 310, and 370 nm, as shown in Figure 6-7. From the application perspective,
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Figure 6-6 (A) MAS- and (B) CP /MAS- 29Si solid-state NMR spectra of (a) MCS-900(AM),

(b) MCS-900(ox400-2), (c) MCS-900(ox500-2), and (d) MCS-900(ox700-2).
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excitation at 370 nm is favorable, because this wavelength can be easily generated by

commercially available UV LEDs. Therefore, the author studied PL spectra at 370-nm

excitation in more detail. The room-temperature PL spectra from the oxMCSs excited at 370

nm are shown in Figure 6-8(A). As shown in the figure, the spectra cover almost the entire

visible light wavelength region. Figure 6-8(B) shows the black-body radiation spectrum at

6000 K, which is analogous to the effective spectrum of the sunlight.186) Since the spectra of

oxMCSs shown in Figure 6-8(A) are quite similar to the analogous sunlight spectrum, oxMCSs

have potential to replace the widely used fluorescent lighting devices.

In the MCS-900(oxy-2) series, the most intense luminescence was observed

in MCS-900(ox500-2), followed by MCS-900(ox600-2), and MCS-900(ox400-2) (see

Figure 6-8(A)). In the case of MCS-900(ox700-2) sample, the luminescent intensity was

very week and hard to confirm with naked eyes. Although it is very difficult to measure

the absolute emission intensity for a solid powder sample, the relative intensities shown

in Figure 6-8(A) are meaningful, because the measurements were performed under similar

conditions. The luminescent intensity of MCS-900(ox400-2) was much weaker compared to

that of bright samples (MCS-900(ox500-2) and MCS-900(ox600-2)). However, luminescent

origin is essentially independent of the oxidation temperature, because the PL peak positions of

each sample (peaks at about 413, 435, 462, 500, and 531 nm) remain unchanged with oxidation

treatment. The difference in luminescent intensity is probably due to the differences in light

transmittance of the samples, since the color of MCS-900(ox400-2) (dark-gray) is much darker

(i.e., transmittance is much lower) compared to that of MCS-900(ox500-2) (light-brown) and

MCS-900(ox600-2) (white) (see Figure 6-9). However, these differences fail to explain the

reason for the PL intensity of MCS-900(ox500-2) being higher than that of MCS-900(ox600-2)

and MCS-900(ox700-2). Therefore, in the following section, we discuss the population of the

color centers of the three MCS samples.

The PL spectrum shapes of the samples were highly dependent on the oxidation

temperature and oxidation time. The PL spectrum features can be divided into two large

components, namely, a blue luminescent band and a green-yellow luminescent band, indicated
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Figure 6-7 Photoluminescence excitation spectra of (a, blue line) MCS-900(ox400-2),

(b, green line) MCS-900(ox500-2), (c, orange line) MCS-900(ox600-2), and (d, red line)

MCS-900(ox700-2). Emission wavelength of (A) and (B) were set to 530 nm and 450 nm,

respectively.
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Figure 6-8 (A) Room temperature photoluminescence emission spectra of (a, blue line)

MCS-900(ox400-2), (b, green line) MCS-900(ox500-2), (c, orange line) MCS-900(ox600-2),

and (d, red line) MCS-900(ox700-2) excited at 370 nm. (B) Spectrum from black body

radiation at 6000K.
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Figure 6-9 Photographs of (a) MCS-900(AM), (b) MCS-900(ox400-2), (c)

MCS-900(ox500-2), and (d) MCS-900(ox600-2).

Figure 6-10 Photoluminescence emission spectra of (a, solid blue line) MCS-900(ox400-2),

(b, dashed green line) MCS-900(ox500-2), and (c, dotted orange line) MCS-900(ox600-2)

normalized with the emission intensity value at 425 nm. Excitation wavelength was set to

370 nm.
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Figure 6-11 Photographs of (a) MCS-UC(ox500-2), and (b) MCS-600(ox500-2), taken under

(Top) normal-light and (Bottom) 365 nm UV-light.

by the arrows in Figure 6-10(C). The former band structure is almost similar to the reported

visible PL form defective silica materials such as silica gels,187) sol-gel-delivered mesoporous

silica,188–191) amorphous silica nanoparticles,192) and silica nanowires.193) Although the detailed

luminescent mechanisms of these materials are still unclear, several possible mechanisms

stemming from SiO2 structural defect sites were proposed to explain the PL phenomena. One

may assume that the PL properties of the present samples originate from the same source.

However, the luminescent of such defective silica samples is generally observed only in the

blue-green region (peak center: 400–500 nm) and is much different from the spectra of our
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Figure 6-12 Room temperature photoluminescence emission spectra of (a)

MCS-UC(ox500-2), and (b) MCS-600(ox500-2). The spectra were obtained using a PL

microscope system equipped with 365 nm laser diode.

samples. Therefore, the PL properties of MCSs, especially the emission component of the

green-yellow region, cannot be explained by the abovementioned SiO2 defect mechanisms

alone. However since all luminescent MCSs contain small amounts of carbon in their system,

it is possible that the green-yellow luminescent center of MCSs is related to the presence of

carbon atoms or carbon-fragment. The carbonization process seems to play an important role

for making the PL centers of oxMCSs. Figures 6-11 and 6-12 shows a comparison between

carbonized- and uncarbonized-sample. The PL intensity of the uncarbonized sample was much

weaker than that of carbonized sample, especially at green-yellow region. Furthermore, it

was found that PL color of oxMCSs were changed with their carbonization temperature (see

Figures 6-13 and 6-14). The changes of PL color would be explained by the structural changes

of carbon-fragments at the carbonization process. These experimental facts also support

carbon-based PL center in oxMCSs.

To compare the intensities of the blue and green-yellow bands among the three MCSs,
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Figure 6-13 Photographs of (a) MCS-600(ox500-5), (b) MCS-800(ox500-5), and (c)

MCS-1200(ox500-5), taken under (Top) normal-light and (Bottom) 365 nm UV-light.

the PL spectra of MCSs were rescaled by normalizing the emission intensity value at 425 nm,

which correspond to the intensity of the blue component (Figure 6-10(C)). Figure 6-10(C)

clearly shows that the intensity ratio of the green-yellow component to the blue component

gradually decreases with increasing oxidation temperature. This indicates that the population of

the color centers related to the presence of carbon atoms decreases with increasing temperature.

In addition, the author found that the green-yellow PL component is also decreasing with

increasing oxidation-time. On the other hand, the removal of carbon atoms increases the

light transmittance of the samples. These two opposing temperature effects caused by the

138



Figure 6-14 Room temperature photoluminescence emission spectra of (a)

MCS-600(ox500-5), (b) MCS-800(ox500-5), and (c) MCS-1200(ox500-5). The spectra

were obtained using a PL microscope system equipped with 365 nm laser diode.

air-oxidation treatment explain the reason for the PL intensity of MCS-900(ox500-2) being

the highest among the three samples. Furthermore, we note that the FTIR intensity of the

ASC mode can be related to the green-yellow PL intensity, suggesting that the stretching of

the C–O–C or Si–O–C bonds would be one candidate for the origin of the green-yellow PL

emission.

However, the detailed chemical structure of the luminescent center and the

luminescent mechanism is still unclear. To clarify the luminescence phenomenon, further

studies (e.g., electron states calculation, fluorescence life time measurement) need to be

conducted.
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6.4 Summary

In this chapter, the author reported the generation of white PL from an air-oxidized mesoporous

carbon–silica nanocomposite system under long-wavelength UV light irradiation. It was

discovered that the PL spectra of these samples cover almost the entire visible wavelength

range and that the shapes of the spectra are highly dependent on their oxidation condition. The

PL band at the green-yellow region of the samples was not previously observed in the PL of

defective SiO2. It was indicated that carbon atoms in the composite samples play a key role in

producing the photoluminescence phenomena.
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Chapter 7

Synthesis and Characterization of Graphene

Nanofragments

7.1 Introduction

In Chapter 6, photoluminescence properties of oxidized mesoporous carbon–SiO2 composites

(oxMCSs) were discussed. Although detailed luminescent mechanisms have not been

elucidated yet, carbon-fragments in the composites seem to play an important role for

luminescence. Since the carbon-fragments were existed even after 400 ◦C oxidation, their

molecular structure should be consisted of aromatic-carbons with sp2 planer network. In

addition, the fragments should be nano-meter size, because the fragments are located on thin

mesoporous-framework. Therefore, the author thinks that the carbon-fragments in oxMCSs

could be treated as nanographene. In order to discuss the possibility of carbon-fragment

based luminescence in oxMCSs, the author tried to synthesize graphene nano-fragments in

this chapter.

As mentioned in Section 1.4, extensive researches have been performed for graphene

synthesis, in recent-years. In order to prepare graphene nano-fragments, the author focused on

a polycyclic aromatic hydrocarbon (PAH) based bottom-up synthesis method. Although, many

PAH molecules can be considered as a candidate for graphene precursor, the author adopted

pentacene (C22H14) in this study. It is because that pentacene is commercially available popular

large PAH molecule, and the molecule have reactive sites at zig-zag edge. According to a

previous report, by heating pentacenes under inert gas flow, a dehydrogenation condensation

reaction occurs at the zigzag edge, and a mixture of a pentacene dimer (peripentacene)

and trimer (trisperipentacene) can be obtained.99) By optimizing reaction conditions, larger
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graphene molecules may be obtained as shown in Figure 7-1. Therefore, the author tried to

optimize the fusing conditions of pentacene to obtain currently unknown large-size graphene

fragment, in this study.

7.2 Experimental and Computational Methods

7.2.1 Fusing Treatment of Pentacenes

The fusing treatments of pentacenes were performed as follows. First, 30 mg of commercially

available pentacene powder (Kuroganekasei Co. Ltd., endothermic peak measured by a

differential scanning calorimeter: 416 ◦C) was sealed in an evacuated quartz tube (< 2 Pa,

inner volume ∼20 cm3). The tube was heated to the target temperature at a rate of 5 ◦C min−1

and maintained at the temperature for 10 h. The target temperature was varied at 275, 300,

310, 325, 340, 350, 375, 400, 425, 500, 600, 700, 800 and 900 ◦C. Here, vaporization of initial

pentacene seemed to occur at around the target temperature and the fusing reaction should

produce hydrogen gas. For the experiment at 325 ◦C, we varied initial pentacene weight (15,

30, and 100 mg) to check the effect of hydrogen gas pressure on the fusing reaction. To remove

unreacted pentacene and byproducts, the samples recovered after the reactions were washed

with toluene in an ultrasonic bath and filtered repeatedly until the solvent’s color became

clear and colorless. For convenience, the obtained insoluble products (fused pentacene, FP)

were designated as FP-W -T , where W and T represent initial pentacene (P) weight (mg) and

reaction target temperature (◦C), respectively. In addition, to address the reaction mechanism,

experiments using 6,13-dihydropentacene (DHP) mixed with initial pentacene (P) were also

performed. In these experiments, the target temperature was fixed at 325 ◦C. The obtained

materials were designated as PW1-DHPW2, where W1 and W2 represent initial P weight (mg)

and initial DHP weight (mg), respectively.
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7.2.2 Characterization

Mass spectrum measurements of the obtained samples were conducted using a laser

desorption / ionization time-of-flight (LDI-TOF) mass spectrometer (JEOL JMS-S3000)

equipped with a 349-nm-wavelength UV laser as ionization source. The mass spectrometer

was operated in positive-ion detection mode. The Measurements were performed without

using any matrix. The m / z scales of obtained spectra were externally calibrated with the

decomposition peak positions of polyethylene glycol (PEG). Metallic impurity of the initial

pentacene sample was checked by elemental analysis data obtained by an energy dispersive

X-ray (EDX) spectrometer equipped with a JEOL JSM-7001F scanning electron microscope

(SEM). Raman scattering spectra excited by 514.5 nm Ar laser were collected using a Raman

microscope system equipped with the Princeton Instrument Acton SP2300 charge-coupled

device (CCD) detector. Powder X-ray diffraction (XRD) patterns of the obtained materials were

collected using a Rigaku MiniFlex diffractometer using Cu Kα radiation (λ = 1.54 Å) as an

incident beam. Photoluminescence spectra were obtained using JASCO FP8600 spectrometer.

All measurements were performed at room-temperature.

7.2.3 Theoretical Method

To examine the electronic structure of polymerized pentacenes, first-principles calculations

were performed. Structural optimizations and energy calculations of fused pentacene

molecules were performed by density functional theory (DFT) calculations using Gaussian

03 software.194) Here, we used the B3LYP exchange-correlation hybrid functional195)

with Dunning’s double-zeta correlation consistent basis sets (cc-pVDZ).196) The electronic

structures of a graphene nanoribbon having infinite length and the pentacene monomer

units were calculated with the ABINIT code.197, 198) Here, the Perdew–Wang 92

exchange-correlation functional199) within the local density approximation with the projected

augmented wave method200, 201) was employed for the calculation. The unit cell structure (slab
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Figure 7-2 Unit cell structure of the pentacene-based GNR used for the calculation. (a =

30.0 Å, b = 4.26 Å, c = 15.0 Å, α = β = γ = 90.0◦).

model) of the graphene nanoribbon that was used for the calculation is shown in Figure 7-2.

We employed a tetragonal unit cell and the direction of the nanoribbon’s axis was set to b.

Each nanoribbon was separated by a ∼1.5 nm vacuum layer in the a- and c-axes directions

to suppress the interaction between the layers. A 2 × 16 × 4 Monkhorst–Pack k-point mesh

sampling was used for Brillouin zone integration. Moreover, the plane wave cutoff was set to

30 Ha (816 eV).

7.3 Results and Discussion

7.3.1 Characterization of Obtained Materials

Figure 7-3 shows the laser desorption / ionization time-of-flight (LDI-TOF) mass spectra of the

obtained materials as a function of heat treatment temperature. Except in the case of 310 ◦C,

well-separated strong peak bands (marked with down-pointing triangles in Figure 7-3) were

clearly observed at around m / z = 550, 810, 1090, 1360, 1630, 1900, and 2160. These

positions are in agreement with the molecular weights of polymerized pentacenes. Some

readers may think that these bands originated from noncovalently bonded pentacene clusters
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Figure 7-3 LDI-TOF mass spectra of the samples (a) FP-30-310, (b) FP-30-325, (c)

FP-30-340, (d) FP-30-350, and (e) FP-30-375.

generated in the ionization process of mass spectroscopic measurements. However, this idea

should be dismissed because the specific peak positions of the observed spectra (Figure 7-4) are

quite different from those of the cluster ions. The observed peak positions cannot be explained

without the existence of covalently bonded pentacenes.

The detailed mass spectra of each band are shown in Figure 7-4. In the case of the

pentacene dimer region shown in Figure 7-4A(a), the most intense peak position (m / z =

546.13) shows good agreement with the monoisotopic mass of peripentacene (2; C44H18; m =

546.14). Although peak intensities were not always highest in each band region, straightly

grown pentacene polymers (4; C22nH4n+10, n = 1, 2, 3 · · · ) were detected at least until octamer

(n = 8) in this study. This degree of polymerization was much higher than that in the previous
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Figure 7-4 Detailed LDI-TOF mass spectra of the FP-30-325 sample in (A) dimer, (B) trimer,

and (C) tetramer regions. In addition to the (a) observed spectra, (b) simulated patterns that

considered isotope distribution are also shown in the graph. Molecular compositions used in

the spectrum simulation are shown in the right panels.
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Figure 7-5 LDI-TOF mass spectra of the (a) FP-15-325, (b) FP-30-325, and (c) FP-100-325

samples.

report (n = 2, 3).99) LDI-TOF mass spectra of the obtained materials as a function of initial

pentacene weight are shown in Figure 7-5. As shown in Figures 7-3 and 7-5, the most suitable

reaction temperature and initial pentacene weight for obtaining large fused products were found

to be 325 ◦C and 30 mg, respectively, for a 20 cm3 vacuum tube. Under these conditions, about

9 mg of the fused product was recovered after the purification process. The relation between

the size of polymerized molecules and above mentioned experimental parameters (i.e. reaction

temperature, and initial pentacene weight) will be discussed later in this chapter.

To characterize the structural properties of the obtained materials, Raman

spectroscopy and powder X-ray diffraction (XRD) measurements were performed. In addition

to the well-known G-band (in-plane carbon atom vibration mode of the graphene layer)
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located at around 1600 cm−1, a fused pentacene system should show unique Raman peak

features due to hydrogen atom vibrations at the molecular edge. The Raman spectrum of the

FP-30-325 sample is shown in Figure 7-6(a). In the spectrum, small peaks were observed

at 1239, 1346, and 1460 cm−1 in addition to a large peak at ∼1600 cm−1. The positions

of these small peaks agree well with those of theoretically predicted pentacene-based GNFs

(see Figures 7-6(b)–(d)). A typical XRD pattern of fused pentacene (FP-30-325) is shown in

Figure 7-7. We found that the XRD patterns of the fused pentacene samples were completely

different from that of initial pentacene. As shown in Figure 7-7, only some broad peak features

(halo pattern) were observed in the FP-30-325 sample. This result means that the fused

pentacenes existed in an amorphous state. The largest halo peak was observed at 2θ = 25.6◦.

This peak probably represents the π-π stacking feature of graphene layers, and we evaluated the

average layer distance as 0.348 nm. Interestingly, the estimated layer distance is considerably

larger than that of the well-known graphite crystal (3.35 Å). Having a larger interlayer distance

is favourable for suppressing interactions between adjacent layers.

Because of the existence of various molecules and isotope ions, the observed mass

spectra were highly complicated. To evaluate the detailed molecular distributions of the mass

spectra, we performed spectrum analysis that considered isotope distribution. Strictly speaking,

we cannot discuss the exact quantitative distributions in the entire range of the spectra owing

to differences in the ionization efficiency of molecules. However, the discussion of individual

band regions should be meaningful. This is because the ionization efficiencies of molecules

in the same region should be similar owing to their similar elemental composition, structure,

and molecular weight. The simulation patterns were calculated as the sum of isotope patterns

of various hydrocarbon molecules (CaHb ; a, b = 1, 2, 3 · · · ). The peak intensities of the

isotope patterns were sequentially fitted to those of the observed patterns in the order of

increasing molecular weight. Here, we did not consider the existence of multivalent ions

because every observed mass peak was separated at constant intervals of 1 mass unit. Here,

to allow comparison with experimental spectra, the calculated patterns were broadened by a

Gaussian function with 0.07 mass unit of a full width at half maximum. The simulated patterns
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Figure 7-6 (a) Raman spectrum of the FP-30-325 sample. Simulation pattern of (b)

pentacene pentamer (4, n = 5), (c) pentacene tetramer (4, n = 4), (d) pentacene trimer (3),

and (e) pentacene dimer (2), that calculated by DFT B3LYP / cc-pVDZ method, are also shown

in the figure.

of each region are shown in Figure 7-4(b). It can be seen that the simulated patterns reproduced

the observed spectra well only by assuming C22nH14n−2x (x = 0, 1, 2, 3 · · · ) type molecules.

This result indicates that pentacene (1; C22H14) molecules were polymerized with a stepwise

elimination reaction of H2 molecules.

As mentioned before, straightly grown products (4) are expressed as C22nH4n+10.

Other observed peaks having a larger number of hydrogen atoms (C22nH4n+12, C22nH4n+14,

C22nH4n+16 · · · ) can be explained by the relative positioning of the two pentacene units (i.e.,
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Figure 7-7 XRD pattern of the (a) FP-30-325 and (b) initial pentacene. Cu Kα radiation

(λ = 1.54 Å) was used as an incident beam.

shift) and / or unconnected sites as in structures 5, 6, and 7 shown in Figure 7-8. In addition,

molecules having smaller number of hydrogen atoms than that of the straightly grown products

(4), such as C22nH4n+8, and C22nH4n+6, were also detected in this study. These hydrogen-poor

molecules were not mentioned in the previous reports, but the structure of these molecules

might be explained by the five-member ring structure included at shifted sites such as 8. By

introducing the five-member ring, steric repulsions between hydrogen atoms placed at the

shifted sites (marked with circles in Figure 7-9) should be weakened.

7.3.2 Electronic Structure of Fused Pentacenes

Regarding the size of the conjugated carbon system, the width of a pentacene monomer unit

is about 1.2 nm. On the other hand, the length of a fused pentacene is expressed as 0.43n

(nm). Therefore, the obtained materials are considered to be nanosize graphene fragments.

Here, note that such small-width GNRs or GNFs cannot be prepared by well-known top-down
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Figure 7-8 Possible structure of byproducts included in the obtained materials.

Figure 7-9 Three-dimensional molecular structure of C44H20 (9, left) and C44H18 (10, right).

Steric repulsions between hydrogen atoms placed at the shifted site were marked with circles.
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techniques such as electron beam lithography.202) Such small-size molecules should show

unique electronic and magnetic structures due to the so-called quantum confinement or edge

effect.89–93)

To understand the electronic and magnetic structures of the fused pentacene system,

we performed theoretical calculations. The electronic densities of states (DOSs) and spin

densities of the straightly grown fused pentacenes (4; n = 1, 2, 3, 4, and 5) are summarized

in Figure 7-10. As is well known, the electronic structure of bulk graphene is described

as a zero-gap semiconductor (semi-metal); the unique electronic structure of graphene is

represented by so-called Dirac cones, and its valence and conduction bands are crossed at

the Fermi level (EF).203) Therefore, the DOSs of bulk graphene sheets linearly increase with

distance from EF. As can be seen in Figure 7-10, the DOSs of the fused pentacene system

(n > 2) were symmetrically dispersed from EF just like the above-mentioned graphene’s

DOS feature (see dashed red lines in Figure 7-10(e)). However, the fused pentacenes have

an additional DOS feature that can be observed in bulk graphene; some discrete energy levels

(marked with red arrows in Figure 7-10(e)) just like the van Hove singularities in SWCNTs are

also observed in the fused pentacene system. Interestingly, the positions of the discrete energy

levels were almost independent of the polymerized length (n) of pentacenes (see Figure 7-10).

These discrete energy levels were maintained even in the pentacene-based GNR having infinite

length (see Figure 7-11). From the DFT calculation of the fused oligomers, we found that

the fused pentacene molecules have some band gap. For example, the HOMO-LUMO gap

of the pentakisperipentacene (4; n = 5) was estimated to be 1.45 eV. Having such a band

gap feature is a great advantage for semiconductor applications. Because the band gap of

an ideal graphene sheet is zero, logic devices composed of ideal large-area graphene cannot

be switched off; therefore, bulk graphene sheets are unsuitable for such applications.204, 205)

Furthermore, because the obtained fused molecules were of nanoscale, the molecules may be

used for extremely small-size electronic circuit systems. Thus, fused pentacenes should be

promising candidates for next-generation nanoelectronic materials.
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Figure 7-11 Calculated band structure (A) and DOS (B) of the pentacene-based GNR. In the

DOS plot, the positions of Fermi energies (EF) were set as 0 eV, and valence levels were filled

with blue.

The fused pentacenes (n > 2) also seem to have unique magnetic properties. Although

the net electronic structures of the fused pentacenes have been described as a singlet, their

α- and β-spin densities were asymmetrically located at two opposing zigzag edges (see

Figure 7-10). Similar asymmetrical spin features have been theoretically predicted for GNRs

and SWCNTs having a zigzag edge structure,89–91, 93, 206) but such a unique feature was not

observed in the initial pentacene precursor (n = 1). Interestingly, the unique spin feature

also seems to exist in other GNFs having acene monomer units larger than anthracene (see

Figure 7-12). Such a localized spin feature should be favourable for magnetic applications. The

obtained fused pentacenes may be used as a model material for studying the electromagnetic

properties of spin-localized GNFs.
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Figure 7-12 Electronic density of states plots (DOS, upper) and graphical representation

of net spin-densities (lower) of (a) naphthalene pentamer, (b) anthracene pentamer, and (c)

tetracene pentamer calculated by spin-unrestricted B3LYP / cc-pVDZ method. The DOS plots

were obtained as the sum of Gaussian functions centered at molecular orbital energies with a

full-width at half-maximum of 0.5 eV. In these figures, the positions of Fermi energies (EF)

were set as 0 eV, and valence levels were filled with blue. In the spin-density plots, red and

blue regions represent excess α-spin density and excess β-spin density, respectively.
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7.3.3 Photoluminescence Properties

As shown in Figures 7-14–7-17, fused pentacenes showed intense visible photoluminescence,

under 600 ◦C treatment. The luminescent color was changed blue to yellow; depend on the

fusing-temperature. This results means that graphene-nanofragments have a potential as a

photoluminescence center, and their luminescence wavelength are changed with their structure

and size of fragments. The observed luminescence phenomenon may reflect the unique

electronic structure of fused pentacene molecules. In the meantime, FP samples processed

above 700 ◦C treatment, did not show any visible-luminescence. This is probably due to

excess polymerization (graphitization). As is well known, bulk graphene or graphite do not

show such photoluminescence phenomena because of its simple semi-metallic energy structure.

On the other hand, fused pentacenes are expected to have some band gap and discrete energy

levels probably caused by the quantum-size or edge effect as discussed in Section 7.3.2. The

unique energy structure of the fused pentacene system might work as a luminescent center.

However, in order to discuss more detailed relationship between structure of nano-fragments

and photoluminescence properties, more advanced separation and purification process should

be required for the fragments in the next step.

7.3.4 Polymerization Mechanism

In Sections 7.3.1 and 7.3.2, the author have focused on purified samples (i.e., fused components

that are insoluble in toluene). Let us broaden our scope to soluble byproducts that were

removed in the purification process. A typical LDI-TOF mass spectrum of a soluble component

recovered in the purification process is shown in Figure 7-13. As shown in the figure, the

molecules in the soluble component have greater molecular weight than those in the insoluble

component. Through a detailed spectrum analysis, we found that this difference in molecular

weight is explained by the different number of hydrogen atoms in the structures; although

the number of carbon atoms in each component was the same, the molecules in the soluble
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Figure 7-14 Photographs of (a) FP-30-400, (b) FP-30-500, (c) FP-30-600, (d) FP-30-700, (e)

FP-30-800, and (f) FP-30-900 samples before purification (washing with toluene) process. (A)

Under normal-light. (B) Under 370 nm UV-light excitation.

component contained more hydrogen atoms than the insoluble component. As clearly shown

in Figure 7-13, such hydrogen-rich molecules were well removed in the purification process.

We found that except for toluene, the hydrogen-rich molecules showed higher solubility in

commonly used organic solvents (such as cyclohexane and tetrahydrofuran) compared with

the hydrogen-poor products. This is probably owing to the electric dipole moments of the

hydrogen-rich molecules originating from the intricate three-dimensional structure in contrast

to the planer structure of well-dehydrogenated graphene-like fragments. Toluene liquids

containing hydrogen-rich molecules (soluble components removed in the purification process)

were yellow or red; on the other hand, the recovered hydrogen-poor insoluble components

(purified FPs) were black. These results indicate that conjugated carbon systems of the

hydrogen-rich molecules were not well developed in contrast to the hydrogen-poor molecules.

Note that as far as we tested, the hydrogen-poor molecules (purified FPs) did not dissolve in

any solvent except 1-methyl-2-pyrrolidinone (NMP).
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Figure 7-15 Photographs of filtrates recovered at purification (washing with toluene) process

of (a) FP-30-400, (b) FP-30-500, (c) FP-30-600, (d) FP-30-700, (e) FP-30-800, (f) FP-30-900.

(A) Under normal-light. (B) Under 370 nm UV-light excitation.

Although the hydrogen-rich molecules observed in the soluble components are

undesirable byproducts for the synthesis of nanosize graphene-like molecules, we can acquire

useful information about the reaction mechanism from these molecules. Here, we would like

to address the fusing mechanism of pentacene molecules. In a previous report, Northrop et al.

discussed the formation mechanism of peripentacene (2) from a theoretical point of view.207)

However, to the best of our knowledge, no experimental verification was performed after

Northrop’s report. Therefore, we attempt to discuss it here on the basis of mass spectroscopic

analysis.

In the LDI-TOF mass spectra of the soluble components (Figure 7-13), some

molecules having hydrogen atoms larger than 14n at the n’th-mer region (such as C22nH14n ,

C22nH14n+2, and C22nH14n+4) were observed. These hydrogen-rich molecules cannot be

explained by the fused products generated only by the dehydrogenation reactions. This

is because such dehydrogenated products should be expressed as C22nH14n−2x , where

160



Figure 7-16 Room temperature photoluminescence emission spectra of (a) FP-30-400, (b)

FP-30-500, and (c) FP-30-600. The spectra were obtained using a PL microscope system

equipped with 365 nm laser diode.

Figure 7-17 Room temperature photoluminescence emission spectra of filtrates recovered at

purification (washing with toluene) process of (a) FP-30-325, (b) FP-30-400, (c) FP-30-500,

(d) FP-30-600.
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Figure 7-18 Possible dimerization process of pentacene and related molecules.

162



Figure 7-19 Magnified view of (a) observed and (b) simulated LDI-TOF mass spectra

of soluble component of the FP-30-325 sample. In the spectrum simulation, the

molecular composition was set to C44H24 : C44H26 : C44H28 : C44H30 : C44H32 : C44H34 =

4 : 15 : 100 : 19 : 10 : 1.

x is the number of sublimated hydrogen molecules. This means that some types of

hydrogen-atom-addition or hydrogen-atom-transfer reactions also occurred in the reaction

tubes. According to the previous report, these hydrogen-rich molecules seem to be attributed

to the reaction intermediates produced within the fusion process. In the reaction pathway

proposed by Northrop et al., the 6-hydropentacenyl radical (C22H15
·; 6PR) was treated

as a requisite intermediate.207) They claimed that once 6PR was generated, C44H30 (11)

and the radical C44H29
· (12) were easily produced by the dimerization reaction of 6PRs

(Figure 7-18(a)) and the addition reaction of 6PR and 1 (Figure 7-18(b)), respectively. Then,

11 and 12 are gradually converted to a peripentacene (2) through a dehydrogenation process.

Based on this mechanism, the peak observed at m / z = 558.24 in Figure 7-13 seems to be

attributed to 11 (m = 558.23). Except for C44H30 (11), the existence of C44H24, C44H26,
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Figure 7-20 LDI-TOF mass spectrum of pentacene sample that used for the fusing reaction.

The observed spectrum (a) was completely-consistent with the simulated isotope pattern of

C22H14 (b).

Figure 7-21 EDX spectrum of the pentacene sample that used for the fusing reaction.
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C44H28, C44H32, and C44H34 was also confirmed in the soluble component (Figure 7-19). The

observed C44H24, C44H26, and C44H28 molecule can be explained by dehydrogenated product

11. The other molecules were not fully discussed in the previous report, but we think that the

molecules can also be explained by the additional hydrogen-atom addition / transfer reaction

of 11 and 12. Because the radical species generated in the dimerization process (such as

12, 6PR, and 13) are expected to have high reactivity, various types of side reactions (e.g.,

hydrogen-atom abstraction, hydrogen-atom transfer) are conceivable.

An important issue is the origin of 6PR. Although the de-tailed reaction pathway was

somewhat different from that in Northrop’s report, the formation of 6PR was also predicted in

the Roberson’s report.99) In both reports, the assumption was that 6PR was generated from the

radical-type hydrogen-atom transfer from DHP to pentacene (1) at the initial reaction step

(Figure 7-18(c)).99, 207) Here, DHP was treated as a trace amount of impurity that is often

contained in commercially available pentacenes. However, we found that the precursor used in

this study did not contain any DHP impurity (see Figure 7-20). In addition, DHP (m = 280.13)

was not observed in treatment below 325 ◦C as shown in Figure 7-22. This indicates that

the initial polymerization reaction should occur without a DHP molecule. Because the initial

pentacene sample used in this study did not contain any organic and metallic impurity (see

Figures 7-20 and 7-21), we believe that a disproportional reaction of two pentacene molecules

(Figure 7-18(d)) should have occurred without a catalyst at the first step. Even through a

scheme shown in Figure 7-18(d), 6PR can be produced from the reaction route of DHP and

pentacene (Figure 7-18(c)). In addition, by considering a scheme shown in Figure 7-18(d),

additional simple dimerization routes, such as Figure 7-18(f), can also be considered in addition

to previously discussed schemes shown in Figures 7-18(a) and 7-18(c). The reaction root shown

in Figure 7-18(d) is probably high-energy unfavourable process compared to the reaction shown

in Figure 7-18(c). However, once 6PR is generated through a scheme shown in Figure 7-18(d),

DHP can be produced from 6PR through a backward reaction shown in Figure 7-18(c) and

a hydrogen-atom abstraction reaction shown in Figure 7-18(e). Thus, the difference between

schemes shown in Figures 7-18(c) and 7-18(d) becomes unclear after initial radical formation.
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To check the role of the DHP molecule more actively, experiments using DHP mixed with

the initial pentacene precursor were performed. The obtained LDI-TOF mass spectra are

summarized in Figure 7-23. As shown in the figure, the addition of DHP molecules did not

promote fusing reactions. This result also supports our initial DHP-free reaction mechanism.

As mentioned above, the electronic structure of fused pentacene molecules is almost

independent of the polymerization degree (see Figure 7-10). Because reactive zigzag edge

structures remain even through fusing reactions, additional fusion can occur. Therefore, the

formation mechanism of large fused pentacenes (trimer, tetramer, pentamer· · · ) might also be

explained by the further addition reaction of radical-activated pentacene (6PR, 13) molecules.

Finally, we would like to discuss the suitable reaction conditions for obtaining large

fused pentacenes based on the above-mentioned reaction mechanism. We investigated the

effect of reaction temperature and initial precursor weight in this study. As a result, the

lowest reaction temperature (Tlow) required for the fusing reaction was found to be 310 ◦C

< Tlow < 325 ◦C. Above 325 ◦C, the relative abundances of highly polymerized products

gradually decreased with increasing reaction temperature (see Figure 7-3). In addition, we

found that the molecular distributions of fused products broadened with increasing reaction

temperature (see Figure 7-22). These results probably came from the low selectivity of the

fusing reaction. The regioselectivity of the pentacene dimerization process was discussed in

the previous theoretical study.207) Although formation of straightly grown pentacene (such as

2) is energetically the most preferable process compared with shifted ones (such as 9), the

energy difference does not seem to be very large in some cases. Because the fusing reaction

of pentacenes can be explained by radical reactions via unstable intermediates such as 6PR

and 13, various types of side reactions can be considered and the final byproducts became

ignorable especially at high temperature conditions. The observed large distribution of fused

molecules at high temperature might have occurred because the emergence of side-reaction

pathways and byproducts is unfavourable for obtaining large fused pentacenes. This is because

the relative formation probability of valid fused products should be decreased in a statistical

sense. Moreover, initial precursor weight also affected the efficiency of the fusing reaction. As
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far as we tested, the most suitable initial pentacene weight was found to be about 30 mg for

a 20 cm3 quartz tube (see Figure 7-5). We think that this result can be explained by the inner

gas pressure of the reaction tube. As the important intermediates for the fusing reaction (such

as 6PR and 13) are generated by gas-phase bimolecular reactions, as shown in Figure 7-18(d),

a certain amount of vapour pressure in initial pentacene is required for bimolecular collision.

In this sense, a larger amount of initial pentacene is more suitable for promoting the fusing

reaction. On the other hand, excess gas pressure accompanied by an excessive amount of

initial pentacene in the reaction tube is also unfavourable because hydrogen-gas eliminations

accompanied by the fusing reactions should be suppressed. Based on the balance of these

conflicting factors, the optimal precursor value seemed to be 30 mg.

7.4 Summary

We investigated the synthesis condition and products of a polymerized pentacene system.

By optimizing the fusing condition, we have successfully obtained large fused pentacene

molecules up to at least octamer (n = 8). First-principles calculations revealed that the fused

pentacenes have a unique electronic structure that does not exist in bulk graphene samples.

The obtained materials show strong visible luminescence in blue to yellow region under 365 nm

UV-light exposure. To evaluate the reaction mechanism, detailed mass spectroscopical analysis

was performed. The fusing mechanism of pentacene molecules seems to be explained by a

complex radical reaction pathway via the 6PR intermediate as mentioned in previous studies.

However, our perspective of the 6PR formation scheme was somewhat different from the

previous report; we think that 6PR was formed without the DHP impurity at the initial step.
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Figure 7-23 LDI-TOF mass spectra of the (a) P30-DHP0, (b) P15-DHP15, and (c)

P0-DHP30 samples.
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Chapter 8

Conclusion and Perspectives

In this dissertation, a novel XRD-based structural characterization method was proposed for

ordered mesoporous materials. Furthermore electrochemical energy storage and photo-energy

conversion properties of mesoporous carbons (MCs), mesoporous carbon–TiO2 composites

(MCTs), and mesoporous carbon–SiO2 composites (MCSs) were investigated.

The XRD-based structural characterization method developed in the present study

was described in Chapter 2. The structure factor, which is required for calculate the intensity

of diffraction peaks, was analytically deduced. The theoretically calculated XRD profiles were

in good agreement with real mesoporous materials. In addition to the previously determined

structural symmetry and pore-to-pore distance (i.e. unit-cell constant a), mesopore-diameter

and density of frame-work structure can also be determined by using this method. In

this study, it was demonstrated that the XRD analysis can be performed even for samples

immersed in water. The author believe that this XRD-based method has great potential

for in situ experiments that cannot be performed by electron microscopy or gas-adsorption

methods, because the XRD method does not require any special measurement environments or

pretreatments. Therefore, the author expect that the XRD analysis proposed in this study would

be used to reveal poorly understood structural properties of mesoporous materials in various

environments (such as high pressures and high temperatures) in the near future.

By analyzing N2 adsorption / desorption isotherms and XRD data, structural changes

of various types of mesoporous materials associated with heat-treatments were discussed in

Chapter 3. It was found that the mesoporous carbon has superior thermal stability compared to

the mesoporous SiO2 samples and mesoporous carbon–SiO2 composite. Although ordered pore

structure of mesoporous SiO2 samples were collapsed below 1000 ◦C treatment, the structure
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of mesoporous carbon was maintained even after the 2000 ◦C treatment.

In Chapter 4, electrochemical energy storage properties of heat-treated mesoporous

carbons were studied. The mesoporous carbon electrode processed at 1200 ◦C showed good

electrode properties for EDLC and LIB application. It was expected that micropores in the

carbon-framework seems to be used as effective ion-storage sites. Therefore, development of

micropore-modification methods should be required for increasing the electrode performance

of mesoporous carbons in the future study.

In Chapter 5, lithium-ion storage properties of mesoporous carbon–TiO2 composites

(MCTs) were investigated. The MCT electrode synthesized at 600 ◦C showed good electrode

performance even at high current-density conditions. This superior electrode performance

seems to come from TiO2(B) crystals in the composites. In order to elucidate lithium-ion

storage mechanisms of the TiO2(B) phase, an in situ XRD observation during galvanostatic

charge / discharge cycling was performed. Reversible structural changes of TiO2(B) during

lithium-ion insertion / extraction were successfully observed in the present investigation.

Although two-steps of two-phase equilibrium reactions and a following solid-solution-type

lithium insertion reaction occurs at charge / discharge cycling, its crystal structure was almost

maintained in contrast to well-known anatase-type TiO2 electrodes. The manner of unique

structural changes, and ideal ion-diffusion pathway of TiO2(B) crystals seem to play an

important role for the good rate-performance and cyclability of the MCT electrodes.

In Chapter 6, photoluminescence properties of oxidized mesoporous carbon–SiO2

composites (oxMCSs) were investigated. Even though the oxMCSs do not contains any

transition-metal or rare-earth elements, the composites showed strong visible-white-light

under 365 nm UV-light exposure. The shapes of photoluminescence spectra were close to

the spectrum of sun-light, and the spectra of oxMCSs covered almost entire visible-range

(400–800 nm). It was found that the color of luminescence can be varied with changing

preparation conditions such as carbonization temperature, oxidation temperature, and duration

of oxidation-treatment. Although detailed luminescence mechanisms have not been elucidated

yet, carbon-fragments in the composites seem to play an important role for luminescence.
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In order to discuss a possibility of carbon-fragment based luminescence in the

oxMCSs, nano-sized graphene (graphene nano-fragments) were prepared by using pentacenes

as a precursor (Chapter 7). By optimizing preparation methods, polymerized pentacene

molecules, which would be regard as graphene nano-fragment, were obtained up to octamer.

First principle calculations revealed that such polymerized pentacene molecules have a unique

electronic-structure. The obtained nano-fragments showed strong visible-luminescence under

UV-irradiation, and the luminescence color was changed with synthetic condition. Although

various lengths of fused pentacenes were confirmed through mass spectra, the synthesized

materials were obtained as a “mixture”. In order to clarify more detailed luminescent properties

of the fused systems, a separation method should be developed as the next step. Fortunately,

various separation methods have been proposed for nanocarbon systems (especially for

SWCNTs) and the technique is still being developed. The author expects that separation of

pentacene-polymer will be possible in the near future.
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