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S A E CONTEXTUAL ADDITIVE STRUCTURES IN HMM-BASED SPEECH
SYNTHESIS
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Speech is the most important ways for human communication, and a number of
research topic for human-machine communication have been proposed. Automatic
speech recognition (ASR) and text-to-speech synthesis (TTS) are fundamental
technologies for human-machine communication. In recent years, they are used in many
application such as car navigation system, information retrieval over the telephone,
voice mail, speech-to-speech translation (S2ST) system, and so on. The goal of ASR
and TTS systems is perfect speech recognition and speech synthesis with natural human
voice characteristics.

Most state-of-art speech synthesis systems are based on large amounts of speech data.
This type of approach is generally called corpus-based systems. This approach makes it
possible to dramatically improve the performance compared with early systems such as
rule-based one. In these days statistical approaches based on hidden Markov models
(HMMs) have been dominant in TTS, due to their ease of implementation and modeling
flexibility. In this approach, the HMMs are used for modeling sequences of speech
spectra. In this paper, improved techniques for acoustic modeling are proposed for
HMM-based speech synthesis..

It is well known that spectral features are affected by contextual factors, e.g., phoneme
identities, accent, parts-of-speech, etc., and extracting the context dependencies is a
critical problem for acoustic modeling. One of the major difficulties in the context




dependent modeling is finding a good balance between model complexity and
availability of training data. In this paper, a novel acoustic modeling is proposed for
representing complicated context dependencies. ,

First, an acoustic modeling with contextual additive structures in HMM-based speech

synthesis is proposed. To represent more moderate dependencies between contextual
factors and acoustic features, an additive structure of acoustic feature components that
have different context dependencies has been proposed for HMM-based speech
recognition. Contextual additive structure models can represent complicated
dependencies between acoustic features and context labels using multiple decision trees..
However, the computational complexity of the context clustering is too high for the full
context labels of speech synthesis. To overcome this problem, this paper proposes two
approaches; covariance parameter tying and a likelihood calculation algorithm using the
matrix inversion lemma. Additive structure models can be applied to HMM-based
speech synthesis using these techniques and speech quality would significantly be
improved. Experimental results show that the proposed method outperforms the
conventional one in subjective listening tests.
Next, a technique for constructing independent parameter tying structures of mean and
variance using additive structure models for HMM-based speech synthesis is proposed.
Conventionally, an HMM stream-level tying structure is constructed in HMM-based
speech synthesis, i.e., mean vectors and variance matrices have exactly the same
parameter tying structure. However, it has been reported that a clustering technique of
mean vectors while tying all variance matrices improves the quality of synthesized
speech. This indicates that mean and variance parameters should have different optimal
tying structures. In the proposed technique, the decision trees for mean and variance
parameters are simultaneously grown by taking into account the dependency on mean
and variance parameters. Experimental results show that the proposed technique
outperforms the conventional one.

Finally, I proposed a spectral modeling technique based on a contextual partial
additive structure which provides an efficient representation of context dependencies to
acoustic features for HMM-based speech synthesis. The contextual additive structure
models assume that the observation vectors are generated from the sum of additive
components with tree regression structures and they can be regarded as an intermediate
structure between linear regression and tree regression. However, the additive structure
models still have a limitation that the number of additive components is fixed for all
output probability distributions. The proposed technique is a generalization of the
additive structure models which have variable number of additive components
dependently on contextual sub-spaces, and the clustering algorithm for extracting partial
additive structure is provided. Experimental results show that the proposed technique
outperformed the technique of extracting only standard additive structures in a
subjective test.
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