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Abstract—This paper studies QoE (Quality of Experience)
in Multi-View Video and Audio (MVV-A) transmission over
IP networks where the users change the viewpoint by request.
It jointly analyzes the effects of user interfaces for viewpoint
change and contents in conjunction with network performance
in a multidimensional way. In order to assess the QoE, we
perform a subjective experiment which employs two user
interfaces and two contents (a dog doll and a toy train). The
assessors are instructed to follow the movement of the object
in the content and evaluate the MVV-A system. As a result,
we have found that even if the user feels comfortable with the
user interface, QoE deteriorates when the load traffic is very
high and the playout buffering time cannot absorb the delay
jitter properly. The speed of the movement of the object in
the content, and the similarity of the views of the cameras can
affect users’ perception of the viewpoint change response. We
realized that in order to achieve high QoE, we need to employ
a user interface that enables the users to change the viewpoint
easily according to the object’s movement.

Keywords-real-time multi-view video, QoE, QoS, viewpoint
change, IPTV

I. INTRODUCTION

Internet Protocol Television (IPTV) [1], a system through
which digital television service is delivered by using the
architecture and networking methods of the Internet, is
becoming very common. In the current IPTV services, how-
ever, as in the conventional television, the users cannot freely
choose the view (e.g., the viewpoint, angle, and direction)
which they want to watch. Instead, they are forced to look
at the same view given by the sender, even if they would
prefer to watch another view of the same content, program,
or event.

In order to avoid this inconvenience, omni-directional
video (2], MVV (Multi-View Video) [3], and FTV (Free-
viewpoint TeleVision) [4] have been developed.

The omni-directional video captures images in all direc-
tion by an omni-directional camera. It is also referred to
as surround video [5]. It can provide a panoramic view
and can enhance viewing experience of the users. In [6], a
telepresence system with an omni-directional video viewer
on a web browser is proposed. By the system, the users can
see the video contents in arbitrary direction.

In the omni-directional video, the users can change the
view direction. However, they cannot change the viewpoint
because the view is created by an omni-directional camera
in a specific position.

In MVYV, the users can choose one video from multiple
video streams of the same content taken by multiple cameras
from different Eositions. MVV systems can be applied to
wide areas such as entertainment, sports, sightseeing, and
education among others. MVV can be a base system of FTV,
in which the users can select the viewpoint freely without
the limitation of cameras’ positions.

As IPTV, MVYV can be transferred over the IP networks.
In this paper, we focus on MVV over the IP networks in
which the user’s viewpoint is changed by his/her request.

The ultimate goal of the network services is to provide
high QoFE (Quality of Experience). QoE represents the over-
allg acceptability of an application or service, as perceived
subjectively by the end-users [7]. ITU-T Rec. G.1080 [8]
defines QoE requirements for IPTV services. However, this
recommendation does not refer to the QoE in MVV systems.

There have been many studies regarding MVV systems.
However, most of the studies focus on the coding techniques
such as MVC (Multi-view Video Coding) andg assess the
effectiveness with the throughput and PSNR (Peak Signal
to Noise Ratio), which measures spatial quality of video.

In [9], Kurutepe et al. present a client-driven multi-view
video streaming system by transmitting a small number
of views selected according to his/her head position. In
addition, lower quality versions of some other views are also
prefetched for concealment if the current user’s viewpoint
differs from the predicted viewpoint. They evaluate the
proposed system in terms of PSNR and the prediction error
of head position.

Cheung et al. have addressed the problem of designing
a frame structure for interactive multiview streaming [10].
They propose an algorithm to encode the video stream for
interactive view switching with low transmission cost by
means of an optimal selection of I-, P-, and “merge” frames.
They assess the efficiency in terms of the transmission cost.

Note that both [9] and [10] do not discuss QoE of their
MVYV systems.

Even in network services, the user interface is an im-
portant factor that can affect QoE. The user can feel more
satisfied with the system when employing user interfaces
that are more intuitive and easier to use. Not only the type
of the interface but also its usage can affect the QoE.

User interfaces by themselves are evaluated in many
different areas in order to improve them by finding their
possible problems in their functionality (e.g., [11] and [12]).
However, the studies are limited only to the end-terminals,
not taking into consideration the interface performance in
conjunction with the network performance.

Some published works assess QoE of MVV systems by
employing one user interface for viewpoint change (e.g.,
[13] and [14]). However, they do not perform a systematic
QoE assessment when packet delay jitter and packet loss are
present in the transmission and do not consider the effect
of user interfaces for viewpoint change on QoE of MVV
systems. Also, they do not treat audio; note that in the great
majority of real applications, audio and MVV are transmitted
together. In this paper, we refer to MVV accompanied by
audio as MVV-A.

In [15], Ishikawa et al. propose a view generation method
for realizing arbitrary view-directions at arbitrary viewpoints
by means of multicast multiple omni-directional videos; the
approach is close to FTV. They perform subjective evalua-
tion to assess the validity of the proposed view generation
method. However, the evaluation does not include the effect



ofdnetwork—level impairment, and they also do not treat
audio.

In [16], the authors perform user behavior studies on
MV V-A systems and analyze the effect of load traffic, packet
delay, playout buffering time, and user interfaces on the
QoE. However, they employed only one type of audio-video
content and do not consider the effect of the user interfaces
when using different types of contents. In addition, they
do not consider criteria related to user’s feelings, user’s
expectations, and user interface.

This paper proposes an integrated assessment method of
QoE in MVV-A IP transmission by taking into consideration
user interfaces for viewpoint change and contents in addition
to network performance such as packet loss and delay jitter.
For that purpose, we resort to a multidimensional assessment
method: the SD (Semantic Differential) method [17]. Since
the criteria employed in [16] are not enough to examine the
joint effects of the user interfaces and contents, we introduce
new criteria in this paper. In the assessment, the users are
instructed to follow the movement of the object in two types
of contents, i.e., a dog doll and a toy train.

In addition to several subjective QoE metrics, we in-
troduce objective measures that can be reflected on QoE.
Among these measures, we pick up application-level QoS
parameters and measures for the user’s behavior. We then
perform PCA (Principal Component Analysis) with the
subjective QoE metrics and these objective measures in order
to 1vestigate relationships among them and clarify main
factors affecting QoE.

The rest of the paper is structured as follows. Section 2
discusses factors a%)fecting QoE of MVV-A [P transmission.
Section 3 outlines methods of the experiment we performed.
We present results of the experiment in Section 4, and
Section 5 concludes this paper.

II. FACTORS AFFECTING QOE OF MV V-A TP
TRANSMISSION

We need to clarify QoE requirements for MVV-A IP
transmission. In this section, we discuss the QoE metrics
and show factors affecting QoE.

As practical examples of MVV applications, let us imag-
ine a soccer match and a concert, for instance. In these
examples, cameras are placed around objects because the
users want to focus on the objects. The objects may move
round a particular area, e.g., a stage, a field and a stadium.
Also, in general, when the objects move or perform an
action, sound is generated according to these movements
or actions. Therefore, not only video but also audio should
be considered, namely, MVV-A.

When showing the object to the users, we expect them
to be interested in changing the viewpoint according to the
object’s movement. Thus, the MVV-A system will satisfy
the user with the ability of viewpoint change.

As mentioned earlier, the user interface for viewpoint
change is an important factor which influences the user’s
satistaction. The user’s expectation for the user interface can
also affect the user’s satisfaction; unless the user interface
comes up to his/her expectations, QoE can deteriorate com-
pared to the case in which the user has no expectation.

In addition to the above mentioned factors, we also
consider the playout buffering time as a factor that can affect
QoE of MV V-A systems. When the MV V-A client uses short
buffering time, it cannot absorb the delay jitter properly.
This wi%l increase the packets that will not be in time for
output. On the other hand, if the buffering time is very large,
the viewpoint change delay will become larger; it degrades
interactivity of the MVV-A system. Thus, there is a tradeoff
relationship between the viewpoint change response and the
output quality; this implies that the buffering time should be
set properly.
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Figure 1. Experimental system.

When analyzing the QoE of any system, multiple factors
should be evaluated for a better understanding of how
these factors are related to each other and how they can
affect the QoE of that system. For this reason, we employ
multidimensional assessment considering multiple factors
that can affect QoE.

We classify these factors into the following categories:

o Audio-video (AV): As in traditional single-view video
and audio IP transmission, audio and video smoothness
are indispensable factors affecting QoE.

o Interactivity (I): One of the key elements involved in
validating QoE in the MV V-A service is how quickly
the users can change the viewpoint.

o User Interface (UI): It is important to evaluate the user’s
satisfaction with the user interface under a variety of
conditions of the playout buffering time, load traffic
and network delay.

¢ MVV-A system (MVV): Opinions that the user has
about the MVV-A system as a whole should be con-
sidered.

o Content (CO): Depending on the content, its actions
and movements can vary. Since the user can change
the viewpoint according to the content, the usage of
the MVV-A systems may also vary. This can affect the
QoE as well.

o User’s feelings (UF): The user’s feelings, such as
impatience and irritancy, can change according to the
response of the MVV-A system. They should be taken
into consideration in order to see how they are reflected
on the QoE.

o User’s overall evaluation (O): Since there are multiple
factors that can affect the QoE of the MV V-A system, it
is important to consider all of them in terms of a single
criterion that can depict how satisfactory the user is for
the system.

In this paper, we examine the effect of the user interface
in MVV-A IP transmission in terms of the criteria discussed
above by designing two user interfaces. Also, as the content
can affect the QoE, we employ two contents.

III. EXPERIMENTAL METHOD

In this section, we will explain the details of our exper-
iment. In the following subsections, we discuss the experi-
mental system, experimental conditions, and QoE metrics.

A. Experimental system

Figure 1 shows the experimental system. MS is the server
of the MVV-A application, and MR is the client. Four
cameras and a microphone are connected to the server.

The server captures the video of each camera. At the same
time, the audio is captured by the microphone. The server
sends the audio and video of a selected viewpoint to the
client as two separate UDP packet flows. The client receives
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Figure 2. Positions of the cameras.

these packets and outputs the audio and video decoded from
them. The client can choose one viewpoint from the four
cameras by sending a request with a UDP packet.

On the other hand, LS 1s the server of the load traffic, and
LR is the client. Both router 1 and router 2 are Riverstone’s
RS3000. NN, which is a PC, is laid out between the routers.
NN delays packets going through routers 1 and 2 by using
NISTNET [18]. By adding this delay, we can see the effect
of network delay on the QoE in the MVV-A system.

B. Experimental conditions

We discuss experimental conditions of our assessment in
this subsection. At first, we introduce the contents and the
user interfaces, and we then mention the traffic specifications
and assessors.

1) Contents: In this assessment, we employ two types
of contents in order to analyze the effect of the following
factors:

o The speed of movement of the object in the content
o The similarity of the views of each camera

o The direction of the object’s movement

o The distance between the cameras and the content area

Figure 2 shows the positions of the cameras and the
microphone connected to MS for two contents that were
employed. We refer to the content in Fig. 2(a) and that
in Fig. 2(b) as “Dog” and “Train”, respectively. We can
assume various camera arrangements. In this paper, as one
of the basic arrangements, we employ a circular arrangement
surrounding the contents.

As the object in Dog, we employ a dog doll which moves
with battery. When the switch of the doll is turned on, the
doll walks a few steps forward and barks with moving its
tail while walking backwards. Later, the doll starts to walk
forward again, but in a different direction; it moves in the
counterclockwise direction.

In Train, we use a toy train which moves with battery.
When the train is turned on, it moves continuously on the
rail. The arrows inside the two circles in the center of
Fig. 2(b) show the direction of movement of the train. Since
the train moves on the rail, the user sees the train moving in
a different direction depending on the camera from which
the train is being watched.

As seen in Fig. 2(b), we made the upper half of the
rail different from the lower one in order to analyze how
different views of the same content can affect the QoE. We
included a tunnel and a bridge only in the upper half.

2) User interface: We used two different user interfaces.
Each interface 1s shown as a small window on the display.
The user can move this window to a desired position and
can change the viewpoint by using the mouse. With the
first one, the user can change the viewpoint by selecting the
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Figure 3. User interfaces.
Table 1
SPECIFICATIONS OF AUDIO AND VIDEO.
| | Audio | Video |
Coding scheme G.711 p-law H.264
Image size [pixels] - 704 x 480
Picture pattern - 1
Coding bit rate [kb/s] 64 2000
Average MU rate [MU/s] 25 25
Media duration [s] 20

number of the camera, as shown in Fig. 3(a). The second
one lets the user change the viewpoint by using the camera’s
direction, according to the camera that is currently being
watched, as shown in Fig. 3(b). In this paper, we refer to
the first interface as “Interface 1” and to the second one as
“Interface 2”.

Prior to this experiment, the assessors received instruc-
tions when watching the contents. In Dog, the assessors
were instructed to follow the dog doll’s face. In Train,
the instruction was to follow the train. We gave these
instructions to the assessors so that we can measure the
level of fulfillment of each interface with which the assessors
accomplish the instruction.

3) Traffic specifications: We refer to the transmission unit
at the application-level as a Media Unit (MU); we define a
video frame as a video MU and a constant number of audio
samples as an audio MU. The specifications of the audio
and video are shown in Table I.

We employed a simple scheme of playout buffering con-
trol at the client to absorb network delay jitter and set the
buffering time to 60 ms, 100 ms, and 140 ms. If all the
packets of an MU are not correctly received in time for
output, the MU is not output.

While the server (MS) sends the video and audio to the
client (MR), LS generates UDP packets of 1472 bytes each
with exponentially distributed interval and sends them to
LR. The average bit rate was set to 7.2 Mb/s, 7.4 Mb/s, and
7.6 Mb/s. The delay in the computer NN was set to 0 ms,
100 ms or 300 ms.

We refer to an object for evaluation as a stimulus, which
is an audio-video stream output at the receiver in each
experimental run. For each combination of the content and
the user interface, the assessor evaluates 30 stimuli including
three dummies in a random order. In addition, the order of
the content and the user interface differs for each assessor.

4) Assessors: We employed 21 assessors: 15 Japanese
males, a Malaysian male, a Chinese male, and 4 Japanese
females. Their age ranges from around twenty through forty.
Note that the non-Japanese assessors are sufficiently familiar
with Japanese language for the subjective assessment.

C. Application-level QoS parameters
In this paper, we employ the following application-level

QoS parameters, where the subscripts “a” and “v” mean
audio and video, respectively.
e MU loss ratio (L, and L., [%]): the ratio of the number
of MUs not output at the recipient to the number of
MUs transmitted by the sender.



o average MU delay (D, and D, [ms]): the average time
in seconds from the moment an MU is generated until
the instant the MU is output.

In addition, we employ viewpoint change delay (D, [ms])
as a specific application-level QoS parameter for MV V-A.
It is defined as the time in seconds from the moment the
client sends a request for viewpoint change until the instant
a new viewpoint is output at the client.

D. User’s behavior

There exist various measures representing the user’s be-
havior. In this paper, as a measure, we express the user’s
behavior in terms of number of viewpoint changes, which
is defined as the number of times that the user (assessor)
changed the viewpoint in each experimental run, i.e., 20
seconds. In this assessment, we use the average number of
viewpoint changes (Ng4,,) and the variance of the number
of viewpoint changes (Nyqr).

E. Subjective QoE metrics

In this paper, we employ the SD (Semantic Differential)
method for subjective QoE assessment. This method was
proposed by Osgood as a method of measuring meaning.
This method can assess a stimulus from many points of
view with many pairs of polar terms. A pair of polar terms
consists of one adjective and its opposite one; e.g., quiet and
noisy.

In the SD method, how to select pairs of polar terms
used for the assessment is important. In order to select
the polar terms, we performed preliminary tests analyzing
different criteria regarding the audio-video streams (AV),
the interactivity (I), the user interface (UI), the MVV-A
system (MVV), the content (CO), user’s feelings (UF),
and the overall satisfaction (O). When we could not find
any appropriate adjective in order to evaluate a particular
criterion, we adopted a verb instead. After the tests, we chose
the folllowing criteria which the assessor evaluates for each
stimulus:

o Smoothness of the video (AV1): the video is smooth —
the video is interrupted

o Smoothness of the audio (AV2): the audio is smooth —
the audio is interrupted

o Viewpoint change response (I1): the viewpoint change
response is fast — the viewpoint change response is slow

o Usefulness of the interface (UI1): the interface is useful
— the interface is not useful

« Reliability of the MVV-A system (MVV1): the system
is reliable — the system is not reliable

« Convenience of the MVV-A system (MVV2): the sys-
tem is convenient — the system is inconvenient

o Willingness of using the MVV-A system (MVV3): I
want to use the system — I do not want to use the
system

« Fulfillment of the MVV-A system (MVV4): the system
fulfills my expectations — the system does not fulfill my
expectations

« Possibility of following the content’s movement (CO1):
I can follow the content’s movement — I cannot follow
the content’s movement

o Level of impatience (UF1): I feel relaxed — I feel
impatient

o Level of irritancy (UF2): I am not irritated — I am
irritated

o Overall satisfaction (O1): excellent — bad

Note that the experiment was performed with the Japanese
language. This paper has translated the used Japanese terms
into English. Therefore, the meanings of adjectives or verbs
written in English here may slightly differ from those of
Japanese ones.

For each criterion, a subjective score is measured by
the rating scale method [19]. In the method, an assessor
classifies the stimuli into a certain number of categories;
here, each criterion is evaluated to be one of five grades.
The best grade (score 5) represents the positive adjective
(the left-hand side one in each pair), while the worst grade
(score 1) means the negative adjective. The middle grade
(score 3) is neutral. The rating scale method is also used
to measure MOS (Mean Opinion Score), which is widely
utilized for assessment of a single medium. However, in
MOS, the numbers assigned to the categories only have
a greater-than-less-than relation between them; that is, the
assigned number is nothing but an ordinal scale. When
assessing the subjectivity quantitatively, it is desirable to use
at least an interval scale.

In order to obtain an interval scale from the result of the
rating scale method, we first measure the frequency of each
category with which the object for evaluation is placed in
the category. With the law of categorical judgment [19],
we can translate the frequency obtained by the rating scale
method into an interval scale. However, since the law of
categorical judgment is based on several assumptions, we
have to confirm the goodness of fit for the obtained scale.
For a test of goodness of fit, we conduct Mosteller’s test
[20]. Once the goodness of fit has been confirmed, we use
the interval scale as the QoE metric, which is therefore called
the psychological scale [21].

In order to understand the user’s opinion regarding the
user interface and the content, we adopted additional criteria
that may not be affected by the network conditions, such as
packet loss and packet delay jitter. At the end of the ex-
periment, the assessors were asked the following additional
questions:

o Intuitiveness of the interface (UI2): the interface is
intuitive — the interface is not intuitive

« Ease of using the interface (UI3): the interface is easy
to use — the interface is difficult to use

o Ease of watching the content (CO2): I feel easy to
watch the content — I feel difficult to watch the content

These questions were also evaluated to be one of five
grades; the highest score is 5. We then calculated a MOS
value of each question. This is because only four combina-
tions of the user interfaces and contents are not enough to
calculate the interval scale value for each criterion.

IV. ASSESSMENT RESULTS

In this section, we will present experimental results of
both objective measures and subjective QoE. At first, we
show the assessment results of application-level QoS and
user’s behavior. We then discuss the results of subjective
QoE assessment and PCA.

A. Application-level QoS

Figures 4 and 5 show measured values of the application-
level QoS parameters as a function of the load traffic for
the three values of the additional delay at NN and the three
values of the buffering time. Figure 4 depicts the viewpoint
change delay for video of Dog with Interface 1. Figure 5
shows the MU loss ratio for video of Dog with Interface 1.

In Fig. 4, we see that with a short buffering time, we
can expect small viewpoint change delay when there is
low traffic and no additional delay. We also notice that the
viewpoint change delay increases as the UDP load traffic
and the buffering time increase. Also, for each of the three
values of the buffering time, as the value of additional delay
in NN increases, the viewpoint change delay also increases.

At the same time, we notice in Fig. 5 that the MU
loss ratio increases as the UDP load traffic increases. This
is because when the load traffic increases, the available
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Figure 4. Viewpoint change delay for video of Dog with Interface 1.
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Figure 5. MU loss ratio for video of Dog with Interface 1.

bandwidth decreases to a point where there is not enough
bandwidth to send both load traffic and the audio-video
streams. This causes the packets to be delayed or discarded.

We also find in Fig. 5 that with the buffering time of 60 ms
and that of 100 ms, the MU loss ratio is considerably high
compared to the case when using buffering time of 140 ms.
If the buffering time is not long enough to absorb the delay
jitter, the number of skipped MUs increases because they
are not in time for output.

In preliminary experiments where the buffering time is
larger than 140 ms, we noticed that the MU loss ratio is
comparable to that with 140 ms. For this reason, we have
not employed larger values than 140 ms in this paper.

We assessed the viewpoint change delay and MU loss
ratio for the two contents and two interfaces. As a result, we
found that the types of contents and user interfaces scarcely
affect the application-level QoS.

In addition, we observed that the maximum MU loss
ratio of audio is almost 1 % when the UDP load traffic
is 7.6 Mb/s. For this reason, it is difficult for the assessor to
have noticed the degradation of the audio.

B. User’s behavior

Figure 6 shows the average number of viewpoint changes
for each combination of content, user interface, and playout
buffering time without additional delay. We notice in this
figure that the user changed the viewpoint more times in
Train than in Dog. This 1s because the train’s speed was
faster than that of the dog doll; in order for the user to
continue watching the train, the user needed to change the
viewpoint more frequently.
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Figure 6. Average number of viewpoint changes without the additional
delay.
Table 11
RESULTS OF THE ADDITIONAL QUESTIONS.
[ Criterion | Content | Interface [ MOS |
Dog 1 3.476
Intuitiveness of the Dog 2 4.190
interface (UI2) Train 1 2.667
Train 2 4238
Dog 1 3.476
Ease of using the Dog 2 4333
interface (UI3) Train 1 2.952
Train 2 3.905
Dog 1 4.143
Ease of watching Dog 2 4288
the content (CO2) Train 1 3.571
Train 2 3619

C. Additional questions

Table II provides the results of the additional questions
of the assessment. The first column shows the criterion, and
the fourth column presents the MOS value.

In Table II, we notice that the MOS value with Interface 2
is larger than that with Interface 1 for “Intuitiveness of the
interface (UI2)” and “Ease of using the interface (UI3)” in
each content. We confirmed this by the Student’s t-test. Thus,
it is easier for the users to understand and use Interface 2
than Interface 1 for the two contents. With Interface 2,
the viewpoint is changed according to the direction of the
camera that is being watched. With Interface 1, the viewpoint
is changed according to the camera number. Since it is not
necessary for the user with Interface 2 to remember the
position of the cameras, the user found that Interface 2 is
easier to understand and use than Interface 1.

As for “Ease of watching the content (CO2)”, in Table II,
we can see that the users feel easy to watch Dog more than
Train. We also confirmed this by the Student’s t-test. Since
the doll dog moves slower, it is easier for the user to follow
than the train.

D. Subjective QoE assessment

We calculated the interval scale for each criterion. Then,
we carried out the Mosteller’s test. As a result, we have
found that the test with a significance level of 0.01 can reject
the hypothesis that the observed value equals the calculated
one in some criteria. Thus, we checked stimuli which give
large errors of Mosteller’s test and removed them in order
not to reject the hypothesis. We then use the interval scale
as the psychological scale.
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response” without the additional delay.

Since we can select an arbitrary origin in an interval
scale, for each criterion, we set the minimum value of the
psychological scale to the origin. The upper boundaries of
Category 1 to Category 4 are plotted as straight broken lines
parallel to the abscissa in the figures to be shown. Note that
the lower bound of Category 1 is —oo, and the upper bound
of Category 5 is co. In addition, the removed stimuli by the
Mosteller’s test are not shown in the figures.

In this subsection, we discuss the results of the “Viewpoint
change response (I1)”, “Usefulness of the interface (UIl)”,
“Level of irritancy (UF2)”, and “Overall satisfaction (O1)”.

We have assessed the effect of the additional delay
in terms of the criteria. Then, we have found that the
additional delay only affects the evaluation result of the
criterion “Viewpoint change response”; the result without
the additional delay is better than that with the additional
delay. In this subsection, we show the results without the
additional delay.

1) Viewpoint change response: Figure 7 shows the psy-
chological scale value for the criterion of “Viewpoint change
response” for each combination of the content, user inter-
face, and playout buffering time without the additional delay.

First, we focus on the user interface. Let us examine the
case where the buffering time is 140 ms; note that the packet
delay jitter is absorbed properl%/ in this case. In Fig. 7,
we can notice that the psychological scale value of the
“Viewpoint change response” is very similar for the two
interfaces.

Secondly, we examine the effect of the buffering time. It
clearly appears when the load traffic is 7.6 Mb/s; in this case,
we notice that the viewpoint change response with buffering
time of 60 ms is slower than that with the buffering time of
140 ms. The reason is as follows. When the traffic is high
and the buffering time cannot absorb the delay jitter properly,
the MU loss ratio becomes high, as seen from Fig. 5. The
video freezing due to MU loss makes the user feel slow
viewpoint changes; as for the detailed discussion, see [16].

Thirdly, we consider the content. We find in Fig. 7 that
the viewpoint change response of Train tends to be slower
than that of Dog. This is related to the content’s speed of
movement and the similarity of the views of each camera.
The views of each camera with Train are not so similar as
those with Dog, and the train moves faster than the dog doll.
Thus, the user feels slower viewpoint changes with Train.

2) Usefulness of the interface: Figure 8 depicts the psy-
chological scale value of “Usefulness of the interface” for
each combination of the content, user interface, and playout
buffering time without the additional delay.

As seen from Fig. 8, the user feels that Interface 2 is more
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Figure 8. Psychological scale value for the criterion “Usefulness of the

interface” without the additional delay.
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Figure 9. Psychological scale value for the criterion “Level of irritancy”

without the additional delay.

useful than Interface 1 when the buffering time is enough
to absorb delay jitter. However, when the buffering time
is 60 ms under heavily loaded condition, the psychological
scale value of Interface 2 is smaller than that of Interface 1.
This is due to the user’s expectation. Since Interface 2 is
easier to use, the user has more expectations for Interface 2
than those for Interface 1, as shown in Table II. However,
since the buffering time is not enough to absorb the delay
jitter properly when the traffic is high, the MVV-A system
will not fulfill those expectations. Therefore, the psycholog-
ical scale value of Interface 2 decreases even more.

3) Level of irritancy: Figure 9 depicts the psychological
scale value of “Level of irritancy” for each combination
of the content, user interface, and playout buffering time
without the additional delay.

In Figs. 8 and 9, we can see that “Level of irritancy” has
the same tendency as “Usefulness of the interface”; the user
tends to feel less irritated with Interface 2 than Interface 1.
This is because Interface 2 is intuitive and easy to use.

4) Overall satisfaction: Figure 10 shows the psycholog-
ical scale value of “Overall satisfaction” for each combi-
nation of the content, user interface, and playout buffering
time without the additional delay. We observe in this figure
that “Overall satisfaction” has the same tendency as “Level
of irritancy” shown in Fig. 9, although the difference of
contents and user interfaces in “Overall satisfaction” is
smaller than that in “Level of irritancy”.

We also calculated the correlation coefficients between
the psychological scale value of “Overall satisfaction” and
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Figure 10. Psychological scale value for the criterion “Overall satisfaction”
without the additional delay.
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that of the other adjective pairs. We then found that the
subjective QoE metrics discussed in this subsubsection have
high correlation coefficients with the “Overall satisfaction”;
the values are larger than 0.9.

E. Principal component analysis

In order to investigate main factors affecting QoE, we
performed principal component analysis for application-
level QoS parameters, measures for user’s behavior, and
the subjective QoE metrics except for “Overall satisfaction”
together. We then picked up four components which have
eigenvalues larger than unity. The contribution rate of the
first principal component is 58.697 %. The cumulative
contribution rate of the first two principal components is
73.464 %, and the rate of the first three components is
86.429 %. The cumulative contribution rate of the first four
components is 93.944 %.

Figures 11 and 12 plot the principal component loading
values. In Fig. 11, the abscissa indicates the first principal
component loading, and the ordinate represents the second
one. The abscissa and ordinate of Fig. 12 are the third
principal component loading and the fourth one, respectively.

We find in Fig. 11 that the subjective QoE metrics
(ie., AV1, AV2, 11, Ull, MVV1, MVV2, MVV3, MVV4,
CO1, UF1, and UF2) have high positive values of the first
principal component loading. This is because there exists
high correlation among the metrics. In addition, L, and
L,, which mean the MU loss ratio of audio and that of
video, respectively, have negative loading values of the
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Figure 13. First and second principal component scores.

first component. When L, and L, are large, the output
quality of audio and video degrades. Thus, the first principal
component can be considered as the output quality of MV V-
A

We can observe in Fig. 11 that the application-level QoS
parameters in terms of delay (D,, D,, and D.), which
are regarded as objective QoE measures, have high loading
values of the second principal component. On the other
hand, the subjective QoE metrics have loading values around
zero except for Il in the second component. That is, the
application-level delay does not strongly correlate with the
subjective criteria in the assessment. The second component
can be interpreted as the interactivity.

We notice in Fig. 12 that CO2, UI2 and UI3 have high
loading values of the third principal component. In addition,
among the subjective QoE metrics, UF1 and UF2 have
slightly higher loading values than the others.

In Fig. 12, we also find that the fourth principal compo-
nent loading of N4, is high. In addition, Ng,g, UI2 and
UI3 also have high loading values.

Figures 13 and 14 show the principal component scores
for stimuli without additional delay. The abscissa and ordi-
nate of Fig. 13 are the first principal component score and the
second one, respectively. In Fig. 14, the abscissa is the third
principal component score, and the ordinate is the fourth
one. The figures accompanying each symbol represent the
pair of playout buffering time and load traffic.

We see in Fig. 13 that all the plots have negative scores
of the second component. This is because the second com-
ponent means the interactivity, and this figure only shows



25

60ms-7.6Mbis|

# Dog - Interface 1 O o0 |

© Dog - Interface 2
® Train - Interface 1
O Train - Interface 2

O 60ms-7.2Mbls

o

o

O 140ms-7.4Mbls
@ 60ms-7.2Mbls

Fourth principal
componenl score

O 100ms-7.4Mbls
60ms-7.6Mbls
O 60ms-7.4Mbls ]

O 100ms-7.6Mbls

< 140ms-7.6Mbls

o
o

100ms-Fembis < soms-7.ambis
-14 12 1.0 '0'8.1'000‘?‘577'29%@‘/; -02 00 02 04 06 08 10 12 14 16 18 28§ Q2.2 24

Third principal 140ms-7.2Mbls.
05 | ird principal component score 100ms-7.4Mbls

@ 60ms-7.6Mbls

@ 100ms-7.4Mbls
@ 140ms-7.2Mbls

@ 100ms-7.6Mbls.

@ 100ms-7.6Mbls
¢ 100ms-7.2Mbls
140ms-7.2Mb/s
@ 60ms-7.4Mbls.
# 60ms-7 6Mbls

O0ms.7.4Mbls]
-1.5

20 -

Figure 14. Third and fourth principal component scores.

the plots for the stimuli without additional delay.

In Fig. 14, we find that Dog has higher principal com-
ponent scores for the third principal component than Train.
We also notice that many plots for Interface 2 have positive
scores of the fourth principal component. On the other
hand, most of the fourth principal component scores for
Interface 1 are negative values. Thus, the third and fourth
components imply the characteristics of content and the
usage of interface, respectively.

rom the above observation, we notice that the main
factors affecting QoE of MVV-A are the output quality, the
interactivity, the characteristics of content, and the usage of
interface.

V. CONCLUSIONS

We made experiments on MVV-A IP transmission with
two user interfaces (Interface 1 and Interface 2) and two
contents (Dog and Train). We assessed the effects of the IP
traffic and the delay on QoE in a multidimensional way.

From the assessment results, we found that the users had
high expectations when using Interface 2 since it is easier to
use. However, when the load traffic is high and the playout
buffering time cannot absorb the delay jitter properly, the
MV V-A system cannot fulfill those expectations. When this
happens, the usefulness of Interface 2 decreases more than
that of Interface 1.

In addition, the speed of the movement of the object in the
content and the similarity of the views of each camera can
affect the QoE especially in the viewpoint change response.

From the result of PCA, we find the four main factors: the
output quality, the interactivity, the characteristics of content,
and the usage of interface.

The user interface and content affect the QoE of MVV-A
system. In order to achieve high QoE, we need to employ a
user interface that enables the user to change the viewpoint
easily, fulfilling his/her expectations, i.e., following the ob-
ject’s movement of the content.

As future work, we will study QoE and the user’s behavior
with MVV-A systems for other kinds of contents and user
interfaces, e.g., more intuitive interfaces with buttons cor-
responding to the cameras’ physical locations. At the same
time, we will use the audio of each camera instead of using
a microphone.
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