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SUMMARY This paper studies the application of a media syn-
chronization mechanism to the interleaved transmission of video and
audio specified by the H.223 Annex in PHS. The media synchroniza-
tion problem due to network delay jitters in the interleaved transmis-
sion has not been discussed in either the Annex or any related stan-
dards. The slide control scheme, which has been proposed by the au-
thors, is applied to live media. We also propose a QOS control scheme
to control both quality of the media synchronization and that of the
transmission delay. Through simulation we confirm the effective-
ness of the slide control scheme and the QOS control scheme in the
interleaved transmission.
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1. Introduction

PHS (Personal Handy phone System) [1] is one of the prom-
ising wireless infrastructures for mobile multimedia com-
munications. It offers both speech and 32 kbit/s bearer ser-
vices. Moreover, a 64 kbit/s bearer service will be started in
the near future.

The application of the H.223 Annex multiplexing pro-
tocol [2]-[4] to a PHS transmission channel is an approach
to mobile visual communications. The Annex specifies a mul-
tiplexing protocol for low bit rate multimedia communica-
tion over error-prone channels. It allows the transfer of any
combination of audio, video and data streams over a single
communication link. Consequently, an H.263 coded video
stream [5], which is suitable for PHS because of its coding
rate, can be transmitted with ARQ (Automatic Repeat
reQuest) control or FEC (Forward Error Correction) over a
logical channel, while a G.723.1 coded audio stream [6] can
be sent without any control in another logical channel of the
same link. The paper treats this system.

In this transmission scheme, network delay jitters due
to retransmissions of video packets disturb the temporal con-
straints of these streams. In order to obtain the excellent qual-
ity of the media at the destination, a media synchronization
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mechanism should be applied. Media synchronization is the
preservation of the media structure, in particular, the tempo-
ral relationship between media units (MUs) such as video
frames in a single stream (i.e., intra-stream synchronization)
and also that among plural media streams (i.e., inter-stream
synchronization) [7]. It is typified by lip-synch, which ad-
justs the output timing between spoken voice and the move-
ment of the speaker’s lips. It should be noted that the media
synchronization problem due to network delay jitters has not
been discussed in either the Annex or any related standards.

For live media synchronization in PHS, the authors have
already proposed the slide control scheme as a media syn-
chronization mechanism [8]; the idea is based on the vir-
tual-time rendering (VTR) algorithm [9], [10]. It modifies
the target output time backward or forward. The target out-
put time is a calculated time at the destination to preserve
the temporal constraints. In addition, the maximum allow-
able modification time K restricts the amount of the modifi-
cation, so that the transmission delay is not too large.

In [8], we have confirmed the effectiveness of the slide
control scheme in another transmission scheme, where au-
dio and video streams are transmitted over separate PHS
channels so that speech and 32 kbit/s bearer services, both
of which are already offered, can be used. However, it is not
clear how effective the slide control is in the interleaved trans-
mission with the Annex.

Also, we have confirmed in [8] that the slide control im-
proves the quality of the media synchronization at the expense
of the transmission delay. That is, there is a trade-off between
the quality of the inter-stream synchronization and that of the
transmission delay. Moreover, which quality should be guaran-
teed depends on the kind of a given application. For example,
the lip-synch should be preserved in the case of lessons in En-
glish conversation, whereas the transmission delay should be
small in a heated discussion. Therefore, some QOS (Quality of
Service) control scheme is necessary so as to guarantee the qual-
ity of the media according to the requirements.

In this paper, we study the application of the slide con-
trol scheme to the interleaved transmission specified by the
H.223 Annex in PHS. Especially, we consider the case where
the 64 kbit/s bearer service is used. Moreover, we propose a
QOS control scheme in which the maximum allowable modi-
fication time x is utilized to control not only the quality of
the transmission delay but also that of the media synchroni-
zation. Through simulation we confirm the effectiveness of
the slide control scheme and the QOS control scheme.



2424

The rest of the paper is organized as follows. Section 2
specifies the slide control scheme and the QOS control
scheme adopted in this paper. Section 3 describes simula-
tion methodology, and Sect. 4 discusses numerical results.

2. Media Synchronization Mechanisms
2.1  H.223 Annex Multiplexing Protocol

The Annex specifies a multiplexing protocol for low bit rate
multimedia communication over error-prone channels. The
Annex A, B and C are different from one another in the ro-
bustness and the complexity. Especially, the Annex C, which
is adopted in this paper, deals with a highly error-prone en-
vironment. Figure 1 shows the protocol stack for the Annex
C. It describes two different layers; an Adaptation Layer (AL)
and a Multiplex layer IMUX).

The AL adapts AL-SDUs (Service Data Units) given
by the AL user to AL-PDUSs (Protocol Data Units) by adding
some octets for error controls. Three kinds of ALs are de-
fined: ALIM, AL2M , and AL3M, which are designed for the
transfer of digital data, audio, and video streams, respec-
tively, in mobile applications. AL1M and AL3M support the
use of error detection, FEC based on RCPC (Rate Compat-
ible Punctured Convolutional codes) algorithm and ARQ,
while AL2M does not provide any error control. An AL-
PDU is conveyed to the MUX layer as a MUX-SDU.

The MUX layer interleaves some kinds of MUX-SDUs
into a single MUX-PDU. The MUX-PDU consists of a syn-
chronization flag, a header and some information slots, which
are assigned to different kinds of MUX-SDUs. That is, digi-
tal data, audio, and video streams are transmitted over indi-
vidual logical channels.

2.2 Slide Control Scheme
For live media synchronization in PHS with the Annex, we

adopt the same mechanism as that of the slide control which
has been proposed in [8]. In this paper, however, we change the
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Fig.1 Protocol stack for H.223 Annex C.
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definition of streams so as to consider an interleaved transmis-
sion. That is, we define a stream of MUX-PDUs as a composite
stream. Also, each information stream given by the AL user is
defined as a substream (say substream j), which can be either
the video substream (j=1) or the audio substream (j=2).

We assume that each substream is composed of MUs;
an MU is the unit of data for the output of the media. The n-
th MU in substream j has a timestamp T © in order to pre-
serve the temporal constraints (see Fig. 2) . The Temporal
Reference (TR) in an H.263 video substream can be utilized
as timestamps. An audio MU does not need a timestamp be-
cause of its constant MU rate and size.

Note that the slide control in this paper is the distinc-
tive scheme [11], which distinguishes between audio and
video MUs in the composite stream and executes the inter-
stream synchronization control as well as the intra-stream
synchronization control.

Let A @ and 7@ denote the arrival time and the output
waiting time, respectively, of the n-th MU in substream j.
Then, the target output time 7 * and the output time D ©’ are
calculated as follows:

10=A 0470, xO= 0 (n=1)
0=y 04§ O xO=x Oyg O (n=2)

no Tn =l ’ n n—1 n-ln ) -
DI1U)=tn(l)+ASnU) (n = 1) if An(,) = tn(/)+ASn(,)
D 0=A 0 (n=1) ift0+AS D<A O
o O=To_T O S =y nAS 0

n-l.n n n-1 n k=1 k

where the slide time AS ? is defined as the interval between
the original target output time ¢ # and the modified one, and
x”V’ denotes the ideal target output time, which we would
have if there were no network delay jitter. Also, S ¢ is the
total slide time.

The slide control has two kinds of modification of the
target output time; the backward control and the forward
control (see Fig. 3). The former delays the target output time
S0 as to preserve the inter-stream synchronization between
the delayed video MU and the audio MU; this leads to in-
crease in the transmission delay. The latter advances the tar-
get output time so that the transmission delay due to the back-
ward control can be reduced, even though the inter-stream
synchronization may be disturbed. Thus, we see that there is
a trade-off between the quality of the inter-stream synchro-

2

Ty 1(2) Tm(2) Tl
Sub- = ——
iy g
stream 2 |:<] )]D)C)w“} 4)}))%,«-)
(Audio) (1)1 MU m-th MU {m1)-st MU

S Synchionization flag H. Header ™~~~

CompositelgpgiAudio)  vigio slor  [spAUI0|  vidio S0 fspAudio
stream Slot Slot Slot

AL-PDU i

! -2)- 2 2| (n-1)-
@ g(nl\i)un(l E @ (an[)Jsl

Sub- &
stream 1 [
(Video) =
Tn~2(1) Tn—l(l) TnH(l)

Fig. 2 Temporal relationship between video and audio MUs.
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nization and that of the transmission delay. In order to con-
trol this relation, we introduce the maximum allowable modi-
fication time x, which restricts the amount of the modifica-
tion due to the backward control, so that the transmission
delay is not too large.

In this paper, we adopt the gradual recovery, not the
fast recovery [12]7; the gradual recovery scheme modifies
the target output time step by step so that the disturbance of
an audio substream is limited to a small one. It is specified
by both modification size of the output time 6, and a minimum
allowable interval between two successive control @, where i
indicates the kind of the modification: i=1 for the backward
control and i=0 for the forward control. Note that 8, > 0,
while 6, <0.

Table 1 describes the algorithm that determines which
kind of modification can be executed. The criterion of the
slide control is A (—¢ (7. On receiving the n-th video MU,
the destination calculates A (V¢ . If the difference exceeds
a threshold value T, which is a positive constant, and if the
total slide time after the modification (i.e., S, V+AS V) is
not larger than the value of «, the backward control is car-
ried out (i.e., AS“(”= ASm‘Z)= 6,, where m is the sequence num-
ber of audio MU which corresponds to the n-th video MU).
Also, if A (" ¥ is less than or equal to another threshold value
-T,, (T,,>0), the forward control can be executed. (i.e., AS ("=

ho
AS @= 0). These modifications can be made only after the

m

output of the first video MU.
2.3 QOS Control Scheme

In this paper, we propose a QOS control scheme in which
the maximum allowable modification time x is used to con-
trol both quality of the media synchronization and that of
the transmission delay. For example, if we choose a small
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Fig. 3 Backward control and forward control.

Table 1 Patterns of the slide control.

pattern description
(@ [T, =A+O, andS "+ ASV=k then ASP=¢ (Backward).
b [fAtO=-T,, then A §9 = ¢ (Forward).
© otherwise AS9=0.
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value of k, we can expect that the transmission delay is small,
though the inter-stream synchronization may be disturbed.
On the other hand, if we select a large value of k, we can
anticipate that the inter-stream synchronization quality is
improved, while the transmission delay may be large.

However, it is critical who selects the value of k. Of
course, the users can directly set the value of x according to
their requirements by a simple method such as pushing a
button or clicking a control bar; the user is responsible for
choosing the value. However, it is troublesome. Therefore, it
is desirable that the value of x will be chosen adaptively by
means of discriminating the contents of the communication,
while it is not easy. The application of the adaptive QOS con-
trol is one of our future studies.

3. Simulation Methodology
3.1  Assumptions for Simulation

We suppose that a PHS mobile terminal receives a compos-
ite stream, which is transmitted from an ISDN terminal via
a PHS base station over a single communication link (see
Fig. 47"). An H.263 video substream and a G.723.1 audio
substream are multiplexed into a composite stream. We make
the following assumptions for simulation:

Al: The 64 kbit/s bearer service is used.

A2: Inthe AL3M, the AL-PDU for the video substream is
generated with an ARQ header of 10 octets, a CRC of 4
octets, and a data payload. We assume that the size of the
data payload is constant; it is set to 90 octets, which was
determined by experiments as explained later. Thus, the length
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Fig. 4 Block diagram of the live media transmission system .

1 It should be noted that these recovery schemes are concerned
with the degree of the modification in a single control policy, while
graceful recovery and quick recovery proposed in [10] are alterna-
tive control policies on the modification.

1 The criterion A "—¢ " is equivalent to the combination of
A @ before the modification (i.e., A "¢ ) and 7 V(= £ (N-A 1)
used in [8].

11 The maximum size of video and audio buffer in a mobile
terminal is given by the product of the maximum allowable modi-
fication time x and the transmission rate.



2426

of AL-PDU is 104 octets except for in Figs.15 and 16.

A3: The function of FEC based on RCPC is not utilized;
that is, we set the code rate of RCPC to 1.0. Also, we select
ARQI control scheme, which uses the same code rate of
RCPC in the case of the retransmission.

A4: The MUX layer creates the MUX-PDU with a syn-
chronization flag of 4 octets, a header of 4 octets, an audio
slot and a video slot. We assume that the length of MUX-
PDU is constant; it is set to 400 octets except for in Figs. 13
and 14 so that it takes 50 ms to transmit an MUX-PDU with
the 64 kbit/s bearer service. Then, the size of the audio slot
is 40 octets because of the coding rate (6.3 kbit/s) and the
size of the video slot is 352 octets. In Figs. 13 and 14, we
use different values from these.

AS5: In the AL2M for the transfer of the audio substream,
an audio MU is treated as an AL-SDU, which is equal to an
AL-PDU. Then, the size of audio MU is set to 315 bits ex-
cept for in Figs. 13 and 14.

A6: A video frame is defined as a video MU.

A7: Bit errors occur only during the transmission of the
data payload. Neither the headers of the AL-PDU nor that of
the MUX-PDU has any error, because FEC is applied to these
headers.

A8: Bit errors occur independently with probability B, for
each bit (i.e., a random error environment?).

A9: The sum of the processing delay and propagation de-
lay in ISDN is 20 ms. The propagation delay in the PHS
channel is negligible.

A10: Each audio MU is generated just before the beginning
of the audio slot.

Al11: The processing time to encode a video sample is 33.3 ms,
which is the same value of the sampling interval.

3.2 Characteristics of Live Media Source

The video substream used in the simulation was created by
the H.263 compression scheme without any coding options
[13]. We adopted the head view of a speaker and his voice as
the media source. The size of a picture is 128 x 96 pixels
(i.e., sub-QCIF: Quarter Common Intermediate Format). The
H.263 coding bit rate is 47 kbit/s, and its target MU rate is
15 MU/s. These values are managed by two kinds of resolu-
tion control schemes: the temporal resolution control and
the spatial resolution control [8]. Note that the former can
skip some video samples according to the size of each video
frame as well as the number of retransmission.

The audio substream was generated by the G.723.1 com-
pression scheme, whose coding bit rate is 6.3 kbit/s. The size of
an audio MU is 315 bits. Then, its MU rate is 20 MU/s. Other
values of these parameters are used in Figs. 13 and 14.

3.3 Evaluation System

The structure of the software for performance evaluation is
illustrated in Fig. 5. An H.263 video substream is encoded
with the number of retransmission which is calculated by
the simulator. Also, the video encoder notifies the simulator
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Fig. 5 Block diagram of the evaluation system.

of the size of each video frame. In simulating the protocol
and the error environment, we calculate the output time of
each MU and add bit errors to the audio substream. We can
watch the video output of the simulation with a display moni-
tor and can listen to the audio output from a speaker.

3.4  Performance Measures

As performance measures in this paper, we adopt the root
mean square (RMS) of inter-stream synchronization error
(say the RMS of 4 (?), the average MU delay, and the co-
efficient of variation C 9.

The inter-stream synchronization error A "2 between
substream 1 and substream 2 is expressed as follows:

A 0-D—(D (_D @) (T O_T @) h=1,m=1),

where the n-th video MU is compared with the m-th audio
MU which is the last audio MU before the n-th video MU.
The average MU delay of substream j is the average of the
difference between 7' and D V. C ?is defined as the coef-
ficient of variation of MU output interval in stream j. It is
calculated as follows:

CVU) = [ { E i (Dn+1(/)_Dn(j)_E(j))2} /(N_l) ]IIZ/EU)

n=1
E9 = (D,Y-D M/(N-1),
where N is the reference number of the last MU. Note that
C ¥ indicates how smooth the output of MUs in stream j is.

Then, we use C ?in order to assess the quality of the intra-
stream synchronization.

4. Numerical Results

In this section, we first evaluate the performance of the slide
control scheme in the interleaved transmission. We next ex-

1 The performance evaluation in a burst error environment is
one of further studies.
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amine the influence of the MUX-PDU size and that of the
AL-PDU size. We then assess the effectiveness of the QOS
control scheme with the maximum allowable modification
time K.

In the simulation, we use the following parameter values:
T,,=100 ms, 90=—50 ms, @=1 sec, T, =100 ms, 6,=50 ms,
=1 sec. We choose these values in order that the incre-
ment of the transmission delay and the disturbance of the
audio stream due to the slide control are not too large [8].
In Sects. 4.1 and 4.2, we choose k=200 ms. We set 7,%=0
sec except for in Fig. 8 so that the transmission delay of the
first audio MU is minimized at the start of the communica-
tions (i.e., t,¥=A ). The target output time of the first video
MU is calculated as ¢, "=t @+(T,(V-T,®). The duration of each
simulation run in the following figures is 120 sec.

4.1 Performance of the Slide Control Scheme in the
Interleaved Transmission

We first examine the throughput of the video transmis-
sion channel versus the bit error rate B, in Fig. 6. The
throughput is defined as the rate of successfully transmit-
ted video data. We see that the throughput is 43.2 kbit/s
when B,=1.0 X 104, for instance. However, it becomes a
small value of 28.7 kbit/s when B =6.0 x 10

(1) Inter-stream Synchronization Error
Next, we assess the inter-stream synchronization error in
order to evaluate how effective the slide control scheme is.
In the following figures, the notation “SC” means that we
adopt the slide control scheme, and “NC” implies that it is
not exerted (i.e., D P=A @).

Figure 7 shows the RMS of A ' as a function of B,.
We see that the slide control scheme is effective in the inter-
stream synchronization in the interleaved transmission with
the Annex. In order to assess the quality of the inter-stream
synchronization, we use Steinmetz’s results [14], which in-
dicate that A » within 80 ms implies high quality of syn-
chronization, whereas A ~? over 160 ms is out of synchro-
nization. Then, we find that “SC” can achieve excellent in-
ter-stream synchronization even when B =6.0 x 10, for in-
stance, while “NC” cannot at the same value of B..
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Fig. 6 Throughput vs. B,
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We also observe that the error of “NC” is about 52 ms
for small values of B , e.g. B,=1.0 X 10-. This is because the
difference in the MU size between audio and video causes a
difference in the MU delay between the two and therefore
an error of the inter-stream synchronization. This is one of
the characteristics of the interleaved transmission.

From the above observation, we can expect that A (2
of “NC” can be reduced if 7 ® is set to a constant value
which gives the delay of audio MUs nearly equal to the av-
erage MU delay of video. Then, we examine the influence of
7 @ in the case of “NC”. Figure 8 shows the RMS of A - for
four values of 7 @ in “NC” as a function of B,. Each symbol
“X A0 and “ <O implies the case of “NC,”
where 7 ®=0, 25, 50, and 75 ms, respectively. For compari-
son, “[_|” shows the case of “SC”; 7,%=0 ms. We can see
that the error of “ O )" where 7 ®is nearly equal to the dif-
ference in the average MU delay between the two (see Figs.
9 and 10), is the smallest among the four cases of “NC” for
small values of B, the value of “O” is close to that of “SC.”
However, the RMS in every case of “NC” is much larger
than that of “SC” for large values of B, since the retrans-
mission disturbs the temporal constraints. Therefore, the slide
control scheme is indispensable to preserve the inter-stream
synchronization for large values of B .

(2) Average MU delay
For a live media transmission, the transmission delay is an
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important performance measure as well as the inter-stream
synchronization. Then, we examine the average MU delay.
Figures 9 and 10 plot the average MU delay of audio and
that of video, respectively, as a function of B,. We find that
the slide control scheme increases the average MU delay of
audio as well as that of video. In the case of audio substream
(see Fig. 9), as B, becomes larger, the average MU delay of
“SC” increases, while “NC” is constant. However, it should
be noted that the value of “SC” is less than 270 ms for large
values of B . This is because the maximum allowable modi-
fication time x restricts the amount of the modification due
to the backward control, so that the transmission delay is
not too large.

We also notice that the average MU delay of audio even
in the case of “NC” is large (i.e., 75 ms). This is because it takes
50 ms to create an audio MUj the capturing time of an audio
MU depends on the length of the MUX-PDU and the multi-
plexing pattern of information slots in the MUX-PDU. We will
examine the influence of the MUX-PDU size in Sect. 4.2.

On the other hand, we see in Fig. 10 that the average
MU delay of video is about 125 ms when B =1.0 x 10°°.
This is due to the encoding time (i.e., 33.3 ms), the propaga-
tion delay in ISDN (i.e., 20 ms), and the transmission time
of a video MU, whose average is 66.6 ms, since the target
MU rate is 15 MU/s.

(3) Intra-stream Synchronization Error
We examine the quality of the intra-stream synchronization

(9,3
[
(=]

—0—SC

N
(=]
[}

—x—NC

o8]

[e)

]
|

/D/Dan/':‘

Average MU delay (Audio) [ms]

200
Iy
:;_————CJ/[
0 R e
1.00E-06 1.00E-05 1.00E-04 1.00E-03 1.00E-02
Bit Error Rate
Fig.9 Average MU delay of audio vs. B,.
__500 [ - I
E ~—SC /
=400
o) —x%-NC
g 7
S
&
3
]
=
]
=
) ;
> ;
< 0 I
1.00E-06 1.00E-05 1.00E-04 1.00E-03 1.00E-02

Bit Error Rate
Fig. 10  Average MU delay of video vs. B,

IEICE TRANS. COMMUN_., VOL. E81-B, NO. 12 DECEMBER 1998

by means of the coefficient of variation C @ for each
substream. Figures 11 and 12 illustrate C " versus B, and
C @ versus B, respectively; a smaller value of this measure
means that we can get MUs more smoothly.

As for the video substream, we notice in Fig. 11 that
the slide control scheme is effective in decreasing the coef-
ficient of variation; the C (" of “SC” is smaller than that of
“NC.” On the other hand, we see in Fig. 12 that Cvm of “SC”
is somewhat larger than that of “NC,” which is always zero.
However, each value of “SC” is sufficiently small.

Note that C * of “SC” has a peak; when B, is large, the
coefficient of “SC” decrease with increment of B_. This is
because a large bit error rate causes successive backward
controls, which makes the total slide time reach the value of
kin a short time. However, the forward control scarcely oc-
curs. Therefore, the frequency of slide control execution is
low.

4.2 Influence of the MUX-PDU Size and the AL-PDU Size

We next examine the influence of the MUX-PDU size and
that of the AL-PDU size for the video substream.

(1) Influence of the MUX-PDU size

Figures 13 and 14 illustrate the average MU delay of audio
and that of video, respectively, as a function of B, for three
values of the MUX-PDU size, namely, 400, 800 and 1200
octets. Empty symbols represent the case of “SC,” while solid
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symbols correspond to “NC.” The figure associated with each
symbol is the size of the MUX-PDU in octets. When the MUX-
PDU size is 400, 800, and 1200 octets, the size of the audio
slot is set to 40, 80 and 120 octets, respectively, because of
the coding rate (i.e., 6.3 kbit/s). Since we assume that each
audio MU is mapped onto an audio slot, the size of the audio
MU is set to 315, 630 and 945 bits, respectively.

We see in the case of “NC” that as the size of the MUX-
PDU becomes larger, the average delay of audio MUs in-
creases, while the average MU delay of video is indepen-
dent of the MUX-PDU size. That is, the audio MU delay
depends on the MUX-PDU size.

However, the average MU delay of audio can be re-
duced by means of the multiplexing pattern, even though
the MUX-PDU size is large. For example, when the MUX-
PDU size is 800 octets, the audio slot is divided in half and
the latter part is mapped into the middle of the video slot; an
audio slot of 40 octets followed by a video slot of 356 octets
is repeated twice in the MUX-PDU. Since the multiplexing
pattern of this case is nearly equal to that of the case where
the MUX-PDU size is 400 octets, we can expect that the
audio MU delay becomes small. Thus, we see that the inter-
val of the audio slot is a dominant factor of the audio MU
delay. This result is another characteristic of the interleaved
transmission with the Annex.

We also notice in the case of “SC” that the average MU
delay of audio and that of video increases, as the MUX-PDU
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size becomes larger. Especially, the difference in the aver-
age MU delay of audio among the MUX-PDU sizes is large
for large values of B, even though the same value of K re-
stricts the amount of the modification due to the backward
control. This is because the target output time of the first
audio MU for a larger MU size is behind that for a smaller
size.

(2) Influence of the video AL-PDU size

Figures 15 and 16 plot the average MU delay of video and
the RMS of A”(”), respectively, as a function of the AL-
PDU size in the case of “SC.” In these figures, each sym-
bolof “«O 7«07 “A”“ A and “ X ” shows
the case where B = 1.0 x 10°%, 1.0 x 107, 4.0 X 10, 6.0 x
104, 8.0 x 10, and 1.0 x 1073, respectively.

We find in Fig. 15 that the average MU delay of video
has the bottom for each value of B ; the value of the bottom
increases, as B, becomes larger. When the AL-PDU size is
not too small, the MU delay increases gradually with the
increment of the size; the average MU delay for large values
of B, is more sensitive to the AL-PDU size than that for small
values of B_. This result means that a large size of the AL-
PDU causes the large delay of video MUs for large values
of B,. On the other hand, when the AL-PDU size is too small,
the average MU delay of video decreases steeply with an
increase in the size, since the ratio of the header size to the
AL-PDU size is very large. Thus, the AL-PDU size of 104
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octets, which we have adopted in assumption A2, is a good
selection, since the size provides small MU delays for all
the values of B . This implies the size of the data payload is
90 octets.

As for the inter-stream synchronization (see Fig. 16),
we can get the same results as those of the average MU de-
lay of video. That is, the AL-PDU size is a crucial parameter
for the lip-synch.

4.3  Effectiveness of the QOS Control Scheme

We examine the effectiveness of the QOS control scheme
with the maximum allowable modification time k. Figure
17 shows the RMS of A 2 as a function of x. Figures 18
and 19 plot the average MU delay of audio and that of video,
respectively, as a function of k. In these figures, each sym-
bol shows the same case as that of Figs. 15 and 16.

We see in Figs. 17 and 18 that there is a trade-off be-
tween the quality of the inter-stream synchronization and
that of the transmission delay of audio; as the value of k
becomes larger, the RMS of A " decreases, while the aver-
age MU delay of audio increases. This result means that a
large value of x allows the frequent execution of the back-
ward control in order to keep the inter-stream synchroniza-
tion at the expense of the transmission delay of audio. Also,
a small value of K restricts the execution of the backward
control so as to reduce the transmission delay, even though
the inter-stream synchronization is disturbed. Especially,
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Fig. 19 Average MU delay of video vs. k.

these performance measures for large values of B, are more
sensitive to the value of x than those for small values of B,
Therefore, the QOS control scheme using the parameter x'is
effective in managing both quality of the inter-stream syn-
chronization and that of the transmission delay of audio for
large values of B,. However, the QOS control scheme is less
effective in managing the quality of the transmission delay
of video (see Fig. 19).

Note that both the RMS of A4 ** and the average MU
delay of audio when B =1.0 x 107 or 1.0 x 10~ (plotted by
“(O7 or “<{>”) are not sensitive to the value of x when it is
not small. This is because that the backward control is suffi-
ciently made with small values of xto preserve the temporal
constraints in these situations. Note that the slide control
scheme keeps the transmission delay very small, even if we
select a large value of « for small values of B,. The result is
highly significant for a live media transmission. ‘

Next, we assess the quality of the inter-stream synchro-
nization by means of Steinmetz’s results. For example, con-
sider the case where B, =6.0 x 107, Then, if we set x to 200
ms or more, we can achieve excellent inter-stream synchro-
nization. However, the average MU delay of audio is about
242 ms. On the other hand, if we set x'to 0 ms, the average
MU delay is 75 ms, whereas the temporal relationship be-
tween the video substream and the audio substream is out of
synchronization.

5. Conclusions

We studied the application of the slide control scheme to the
H.223 Annex in PHS. We also proposed a QOS control
scheme to control both quality of the media synchronization
and that of the transmission delay. We have evaluated the
effectiveness of these control schemes for live media trans-
mission over PHS.

We first observed that the slide control scheme is ef-
fective in the inter-stream synchronization in the interleaved
transmission with the H.223 Annex at the expense of the
transmission delay. We also found that the QOS control
scheme using the parameter x is effective in managing both
quality of the inter-stream synchronization and that of the
transmission delay of audio. In addition, we noticed several
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features of media synchronization quality due to the inter-
leaved transmission. That is, the interval of the audio slot is
a dominant factor of the audio MU delay. Also, the differ-
ence in the MU size between audio and video causes a slightly
large error of the inter-stream synchronization unless the
control is exerted.

Our future work includes the application of the adaptive
QOS control scheme and performance comparisons between
the interleaved transmission and non-interleaved one. In addi-
tion, it is desirable to devise new control schemes which uti-
lize characteristics of media streams, such as silent periods
in an audio stream.
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