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SUMMARY Recently, because of the expansion of TCP/IP net-
works, the evaluation of IP networks is being considered as a major
task for network operators and administrators. As a result, many IP
evaluation tools have appeared, but almost all of them can only be ap-
plied to a limited purpose. The authors have already developed an IP
evaluation tool, called KITS (KDD Internet Test System) [1] that can
generate flexible load traffic. Based on KITS, the authors have now
developed a new IP measurement tool. This paper describes the flex-
ible and general IP evaluation tool, STAGE (Simulated Traffic Ana-
lyzer/generator for General Evaluation).
key words:  network evaluation, IP, KITS

1. Introduction

The expansion of the Internet has led many networks that use
TCP/IP protocols in Intranet or Extranet environments. Con-
sequently, the evaluation of IP networks has become impor-
tant and many tools for IP evaluation have now been devel-
oped.

Before we discuss IP network measurement in this pa-
per, we will classify IP network evaluation methods into two
classes. The first is a method wherein measurement and analy-
sis of traffic are performed without injecting a load to the
network or a device. We call this class of methods, passive
measurement. The major passive IP measurement tool is a
LAN analyzer, which captures data-link frames over the me-
dium and decodes them. In addition, other passive methods
using SNMP [2] are RMON [3] or Meter MIB [4]. With the
passive method, we cannot select an arbitrary load traffic as
an input, so it is difficult to analyze the network characteris-
tics. However, the passive method can evaluate networks with-
out affecting the present network, so is suitable for monitor-
ing the present network or examining the faults in the net-
work.

The second is a measurement and analysis of the net-
work which generates load traffic. We call this class of meth-
ods, active measurement. Software or hardware-based tools
using the active measurement method already exist. Hard-
ware-based active measurement tools can generate heavy and
exact load traffic, but generally are very expensive and inflex-
ible. Major active IP measurement software-based tools are
Ttcp [5] and Netperf [6]. These tools send and receive pseudo-
traffic using TCP/UDP to measure the end-to-end TCP/UDP
performance. Ttcp can measure the maximum throughput,

and Netperf can measure the maximum throughput and the
minimum delay time. KITS, which the authors previously
developed, can also measure TCP/UDP performance using
arbitrary load traffic which a user can define. On the other
hand, Ping [7] and Traceroute [8] measure the roundtrip time
or the route path using ICMP [9] messages. Similarly using
ICMP messages, Pathchar [10] estimates available bandwidth
over the path and Treno [11] estimates TCP performance.
The active IP measurement tool can select load traffic as in-
put so that it performs a more exact measurement than the
passive tool. However, because of the effect on the network,
the operator must be careful when using this tool.

Generally, in order to evaluate IP networks more ex-
actly, it is better to use active tools rather than passive tools,
but almost all existing active IP measurement tools only evalu-
ate specific applications or services.

This paper describes about the general and flexible IP
evaluation tool, STAGE(Simulated Traffic Analyzer/Genera-
tor for General Evaluation), which the authors developed
based on KITS. Section 2 describes the characteristics of
STAGE, and Sect. 3 shows the implementation of STAGE.
Section 4 shows typical measurement using STAGE. Section
5 shows a survey and a comparison with other tools. Finally,
Sect. 6 gives the conclusion.

2. STAGE

2.1 Design of STAGE

Almost all the existing IP active measurement tools are used
to measure the performance of specific applications or ser-
vices, so that these tools can only generate very simple or
specific traffic. KITS can generate all kinds of traffic which
emulate any application or network by defining the genera-
tion functions of the packet length and interval. Although
KITS is very efficient for evaluating many types of IP net-
works, we found some problems using KITS as follows. First,
KITS can generate traffic only over RTP/TCP or RTP/UDP.
Some measurements may need to generate traffic using rawIP
packets or Datalink frames. And some routers may differen-
tiate RTP packets from other packets. Second, KITS cannot
be controlled from a remote terminal, therefore measurements
with a complex procedure like RFC 2544 based measure-
ments must be done manually. Third, the result shown by
KITS are network QoS metrics like throughput, latency or
packet loss rate. However users needs more familiar applica-
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tion QoS metrics like file transfer rate or quality of VoIP.
Therefore, the new tool that we developed based on KITS

should have the following: flexibility, scalability, conformity
to standard measurement, comprehension and familiarity.
Flexibility means that the tool must be applicable to any type
of application or network. Scalability means that the tool can
extend easily. Conformity to standard measurement means
that this tool must be able to measure standard metrics like
RFC 2544 based metrics. Comprehension means translation
to application QoS metrics from network QoS metrics. Fa-
miliarity means that this tool must support a user friendly
graphical user interface (GUI).

2.2 Functions of STAGE

To satisfy the requirements as described above, STAGE has
many functions as follows, 1) Flexible pseudo-traffic gen-
eration, 2) Arbitrary protocol for transmission, 3) Remote con-
trol of many sender or receiver nodes from one node, 4) Ap-
plicable IP multicast, 5) Auto measurement, 6) Mapping from
network QoS metrics to application QoS metrics. The func-
tions 1), 2), 3) and 4) support flexibility. Functions 1) and 5)
can be defined by users so that scalability can be satisfied.
Using the functions 3) and 5), STAGE provides scripts for
standard measurement like RFC 2544, so the conformity to
the standard measurement is satisfied. The function 6) sup-
ports Comprehension. To support familiarity, STAGE pro-
vides a web-based graphical user interface. As described be-
fore, STAGE was developed based on KITS. We discuss the
differences between KITS and STAGE in later section.

2.3 Web-Based Measurement Architecture

In order to provide a new service like SLA (Service Level
Agreement), networks should be constantly monitored.
STAGE was developed on a UNIX-based OS and it can boot
from an httpd daemon. So the receiver node is controllable
from the other node via an http control connection at any
time. Therefore, an administrator of networks does not need
to use a specific terminal and can measure from anywhere in
the network. Before describing this architecture, we would
like to define some terms. We call a node which runs STAGE,
a measurement node. We classify this measurement node into
three categories, sender, receiver and configurator. A sender
generates pseudo-traffic, a receiver receives and analyzes it.
A configurator set up senders or receivers via http by an ad-
ministrator. In many cases, a configurator is the same node
as a sender or a receiver.

A general measurement using STAGE is as follows. An
administrator of network uses a web browser to configure
and control measurement process of a sender via http. In this
case, a configurator is the same node as a sender or a re-
ceiver. Next, the measurement process of a sender config-
ures and controls the measurement processes of receivers via
http. Then, a sender starts to transmit measurement pseudo-
traffic. After the measurement, the receiver sends its own re-
sult to a sender. Finally, a sender analyzes these collected

Fig. 1 Web-based architecture.

results and sends the analysis to an administrator. Figure 1
shows this architecture. Here, by using SSL (Secure Socket
Layer), we can maintain data security among a specific group
of nodes, that is, between a web browser and a configurator
or between a configurator and a sender (receiver). An admin-
istrator can control many senders and receivers simultaneously
from one node.

On the other hand, measurements generally need to be
repeated to increase reliance of measured value, and a mea-
surement based on RFC 2544 or BER estimation [1] needs
specific methods for measurement. STAGE supports many
web-based scripts to perform RFC 2544-based measurement
or BER estimation, so that these metrics can be obtained with
one measurement. These script can be modified by the users.

STAGE can work manually when a control connection
cannot be established according to the asymmetrical path.
For example, many Intranets connect to the Internet via
firewalls, so that the traffic through these firewalls may be
restricted to some application or source/destination pairs.
Also, when the control traffic may affect the measurement, it
is not desirable to use control connections.

2.4 Traffic Generation

In this subsection, we describe the traffic generation func-
tion of STAGE.

2.4.1 Traffic Pattern

Almost all tools for the IP evaluation, such as Ttcp or Netperf,
can generate only very simple traffic or traffic-emulating spe-
cific applications. KITS, however, can generate pseudo-traf-
fic that emulates traffic of any type of application or network
by defining two generation functions for packet length and
packet interval. Similarly, like KITS, STAGE can use user-
defined generation functions. Also, generic functions, like
the normal distribution function or the Poisson distribution
function, and generation functions from the captured LAN/
WAN traffic are supported as parts of a function library.

2.4.2 IP Header Field

KITS and STAGE normally generate pseudo-traffic for mea-
surement as IP packets. Although KITS can generate any type
of traffic, KITS cannot edit all IP header fields. Here, in or-
der to evaluate devices that control traffic per flow, such as
layer 3 switches or policy control routers, the source IP ad-
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dresses of pseudo-traffic for measurement need to be vari-
able. On the other hand, to evaluate routers that perform QoS/
CoS control using MPLS [12] or IP precedence bits [13], the
TOS field in the IP header must be variable.

STAGE can set any source address of a pseudo-traffic
only if it works as a traffic generator, and can edit IP header
fields of pseudo-traffic like TTL, TOS, protocol as well as
source address fields.

2.5 Protocols

Figure 2 shows the STAGE protocol stack.

2.5.1 Encapsulation of Pseudo-Traffic Data

KITS uses the RTP [14] packet as pseudo-traffic in order to
carry certain information (timestamp, sequence number, etc.)
for calculating the many statistical end-to-end metrics. How-
ever, some routers which handle low-rate serial lines perform
header compression [15]. This compression may cause the
router to discriminate the pseudo-traffic from other traffic, in
which case STAGE cannot generate pseudo-traffic using the
RTP packet and another packet format specifically designed
for STAGE is used. We call such a packet format, a STAGE
packet (Fig. 3). In this packet format, PT indicates the pay-
load type used to control data transmission. The Sequence
number is used to measure the packet loss rate. The Time
stamp (1) indicates the date (day, hour, minute) at which pack-
ets are created. The Timestamp (2) indicates the time (micro-
seconds). Also in this packet format, the Cumulative sending
data octets indicates the number of cumulative data already
sent and length indicates the length of this packet.

Although, actual applications rarely use RTP over IP, or
RTP over a Datalink layer protocol stack, the pseudo-traffic
data encapsulated in RTP or the STAGE packet can be trans-

Fig. 3 STAGE packet format.

PT Sequence number

Timestamp (1)

Timestamp (2)

Cumulative sending data octets

length padding

padding

0 31

Fig. 2 Protocol stack.

mitted over any of the following protocols: TCP, UDP, ICMP,
rawIP and Datalink. In this implementation, we use (Fast)
Ethernet as Datalink. Although other media can be used, al-
most no terminals use ATM or SONET except for routers
and switches. The main purpose of STAGE is measurement
of end-to-end application performance and is therefore con-
sidered sufficient to support (Fast) Ethernet.

2.5.2 Pseudo-Traffic Transmission Protocol

KITS generates pseudo-traffic over TCP or UDP. Many ex-
isting applications and services definitely use TCP or UDP
however some applications directly use IP in order to trans-
mit data. In order to evaluate these applications or layer 2
switch devices, it is necessary to generate rawIP packets or
Datalink frames as pseudo-traffic. STAGE cannot only gen-
erate pseudo-traffic for measurement using TCP or UDP, but
also can generate pseudo-traffic if also having rawIP packets
or Datalink frames.

2.5.3 Stand-Alone Measurement Using ICMP Messages

An active measurement tool injects a load onto the objective
network for evaluation purposes so generally, a sender and
receiver pair work simultaneously. However, when one end
of the target network is a router which cannot work with any
measurement tools, then  measuring end-to-end characteris-
tics between two nodes is difficult. Therefore, measurement
tools such as Ping or Traceroute are available which estimate
characteristics using ICMP messages. Similar techniques are
used in Treno which estimates TCP performance or Pathchar
which estimates the available bandwidth over the path.
STAGE can also generate pseudo-traffic using ICMP mes-
sages so that it measures network QoS metrics with only one
end node.

2.6 Multicast

Of those services which will appear over the Internet in the
near future, IP multicast communication will certainly be-
come more important. Although KITS can measure in a
multicast environment, the sender and the receivers must be
working simultaneously. Since in a general, multicast envi-
ronment, receivers are able to join or leave a session, STAGE
can make measurements from the joining through the leav-
ing of a receiver  as shown in Fig. 4. KITS, however, can
measure only the one receiver A as shown in this figure.
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Fig. 4 Measurement in a multicast environment.
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The display format of the results can be either the network
QoS metrics or application QoS.

3.3 Functions

The traffic pattern of the pseudo-traffic and the mapping from
the network QoS metrics to the application QoS metrics can
be defined as a C language function by the user.

3.3.1 Generation Functions

Figure 5 shows an example of pseudo-traffic generation func-
tion.

The function shown in this figure is a packet length gen-
eration function with four arguments. The number of argu-
ments of the generation function is actually variable. The ar-
guments given to the function are handled as command op-
tions.

3.3.2 QoS Mapping Function

The mapping function which translates from network QoS
metrics to application QoS metrics can be defined by users.
The network QoS metrics that STAGE calculates are usable
via the API. Applicable network QoS metrics are the mean
and standard deviation of the packet length and delay time,
packet loss rate, error rate, throughput and transmission rate.

For example, [16] shows the relationship between the
quality of VoIP and the network metrics. Using this result,
we can estimate the quality of VoIP using the network metrics.

3.4 User Interface

In general, it is difficult to measure the performance between
many nodes such as in a multicast environment. If the pur-
pose of the measurement is explicit, the measurement proce-
dure can be automatic as shown in Fig. 6. First, we must de-
sign the measurement and define the number of nodes, a trans-

2.7 Mapping to Application QoS Metrics

In general, the metrics measured by IP measurement tools
like KITS, are network QoS metrics such as Throughput or
Latency, etc. These metrics differ from the application QoS
metrics that the user actually recognizes. Much researches is
being done on mapping from the network QoS metrics to the
application QoS metrics are proceeding [18], thus making it
preferable to translate from the network QoS metrics to the
application QoS metrics. STAGE supports this mapping func-
tion by defining user translation functions or using some of
the mapping functions obtained in [18].

3. Implementation

3.1 Platform

STAGE was developed on FreeBSD 2.2.8. In order to use
STAGE, users can select the method with the command line
parameters or configuration file. STAGE can be controlled
via a Web based GUI using a web server on the same node.

3.2 Configurable Parameters

This subsection shows the configurable parameters.

3.2.1 Pseudo-Traffic Parameters

IP addresses
Both the source and the destination address of a packet can
be set except for generation of Datalink frames. In order to
simulate multiple senders, source addresses can be set for
more than one address for IP and UDP modes.
Traffic pattern
The generation functions and their packet length and packet
interval parameters can be set. A generation function can be
selected within 1) fixed length (interval), 2) existing support
functions or 3) user defined functions.
Transmission protocol
We can choose the protocol for transmission from IP, ICMP,
TCP or UDP. We can also generate pseudo-traffic using
Datalink frames. In this implementation, STAGE can gener-
ate (Fast)Ethernet frames.
Field values of IP packet
Besides the IP address, we can set the TOS, TTL and proto-
col field values.

3.2.2 Execution Parameters

Measurement topology
As the measurement topology, we can select from one-to-
one, one-to-many, many-to-one, many-to-many or stand-alone
using ICMP.
Multicast
Measurement with IP or UDP can use multicast.
Display of results

long    normal_dist(int usage, long *param[]) {
        long    val, mean, stddv, min, max;

        if(param[0] != NULL)    mean = *param[0];
        else if(usage == LENGTH_FUNC)    mean = LENGTH_MEAN;
        else    mean = DELAY_MEAN;

        if(param[1] != NULL)    stddv = *param[1];
        else if(usage == LENGTH_FUNC)    stddv = LENGTH_STDDV;
        else    stddv = DELAY_STDDV;

        if(param[2] != NULL)    min = *param[2];
        else if(usage == LENGTH_FUNC)    min = LENGTH_MIN;
        else    min = DELAY_MIN;

        if(param[3] != NULL)    max = *param[3];
        else if(usage == LENGTH_FUNC)    max = LENGTH_MAX;
        else    max = DELAY_MAX;

        val = nrnd() * stddv + mean;
        if(val > max)
                return(max);
        else if(val < min)    return(min);
        else    return(val);
}

Fig. 5 Example of a generation function of packet length.
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mission protocol, traffic pattern, etc. Second, we configure
the measurement tool according to this design. Finally, we
start to measure, and collect and analyze the results. As the
number of nodes in the experimental environment increases,
the configuration of each node and the collection of results
become difficult.

For example, consider the experimental scenario shown
in Fig. 7.

The administrator of this network wants to measure the
performance between sender B and receivers C and D with
multicast using his terminal A. According to the measure-
ment scenario, first, administrator A creates scenario (1), then
sends the scenario to sender B (2). Second, sender B sends
the configurations to receiver group (C and D) and to itself
B, according to scenario (3). Third, B starts to transmit data
to C and D (4). Then C and D send the result to B (5). Finally,
B analyzes these collected data and sends the result to A (6).

As described before, STAGE provides auto measure-
ment and remote control functions, so that procedures (2),
(3), (4), (5) and (6) as described above can be performed. It is
easy to provide a web-based GUI in order to support proce-
dure (1). The reasons are as follows: STAGE is generally
implemented on UNIX-based OS, so web service can be in-
stalled easily. Further almost all of the web browser supports
security functions, so that the security of data between an
administrator and a sender is maintained. For these reasons,
STAGE can provides web-based GUI. Figure 8 shows a typi-
cal GUI for setting up a QoS mapping function.

Using auto measurement, remote control functions and
GUI, we can automatically measure according to the experi-

Fig. 8    Example of GUI (QoS mapping function).

mental design with STAGE. To perform this automatic mea-
surement, each node in Fig. 7 must be set as follows: 1) Ad-
ministrator A provides web service. 2) Sender B, receiver C
and D provide Inetd (Internet services daemon) or httpd
(hypertext transfer protocol server daemon) service.

STAGE uses the control TCP connection to configure
other nodes. But, in some cases, it is undesirable to use this
connection throughout the measurement. Using JAVA,
STAGE can be controlled dynamically in greater detail de-
pending on the current status.

3.5 Precision

The precision of STAGE depends on its operating system. To
synchronize the time between a sender and a receiver, the
current implementation uses NTP [19], so the accuracy of
the measurement is ten milliseconds at most. To improve the
precision of the system, it needs to use a real-time operating
system. However, many current applications over the Internet
do not need more accuracy. As another solution, we can use
GPS to synchronize the time.

4. Measurement Example

In this section, we shows some examples of measurement
using STAGE.

4.1 Multicast Performance

We measured one-to-two performance with multicast over a
10BASE-T based LAN using STAGE. In this experiment,
we first made a data file of pseudo-traffic. Here we used
pseudo-traffic whose packet length is the normal distribution
with 250 bytes average, 200 bytes standard deviation, 0 bytes
minimum, 500 bytes maximum length and a fixed packet in-
terval (100 milliseconds). Figures 9–13 shows the GUI win-
dow to set up this experiment. First, we set up transmission

Fig. 6    Experiment procedure.

Fig. 7    Example of a measurement scenario.
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Fig. 9 Configuration (protocol).

Fig. 10 Configuration (topology).

protocol (Fig. 9). Here we selected UDP as the transmission
protocol. Second, we selected the topology (Fig. 10). In this
experiment, we used one sender and two receivers. Third, we
defined the receiver hosts (Fig. 11). Here we set the addresses

Fig. 12 Configuration (parameters of sender).

Fig. 11 Multicast configuration (receiver(s)). Fig. 13 Configuration (parameters of receivers).

of receivers and a multicast address. Fourth, we configured
the parameters of a sender (Fig. 12). We set the filename of
traffic pattern, port, packet format and log file name. Finally
we configured the parameters of receivers similar to those of
a sender (Fig. 13).

Figures 14 and 15 show the result. From this result, both
nodes could receive all of the packets and both throughputs
are nearly equal. The delay time however differs between the
two nodes.

5. Comparison with Other Tools

This section describes a comparison of STAGE with other
active measurement tools.

We classify active measurement tools into two types;
hardware-based and software-based. Software tools can more-
over be classified into two categories according to their trans-
port protocol. Some tools use ICMP to transfer pseudo-traf-
fic. Other tools however use UDP/TCP to transfer the pseudo-
traffic such as for general data transfer applications. These
classifications are described below.
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Fig. 15 Result (receiver 2).

Fig. 14 Result (receiver 1).

than is possible for software-based tools. Hardware-based
tools however have a much greater cost than software-based
tools. Hardware-based tools typically generate a heavy load
pseudo-traffic of more than 10 gigabits per second and accu-
racy on the order of 10 nanoseconds. Software-based tools
however generate a traffic at most of hundreds megabits per
second and an accuracy on the order of ten microseconds.
Hardware-based tools however, generally have a cost more
than ten times that of software-based tools. Software-based
tools are sufficient for measuring end-to-end performance in
some applications because most applications on TCP/IP do
not require a high bandwidth or high accuracy. However
measureing devices, routers and switches requires a very high
load and high accuracy so that hardware-based tools must be
used.

5.2 Software-Based Tools

In this subsection, we discuss several software-based tools.

5.2.1 ICMP Tools

Major ICMP tools and their common characteristics are de-
scribed next. All IP nodes support ICMP so in many cases,
the receiver node does not need to execute such tools.

The most popular tool that uses ICMP is Ping. Ping sends
ICMP echo request messages to the destination node, and
the destination returns the ICMP echo reply message to the
sender. Consequently, the sender can calculate the round trip
time (RTT) and the number of reply messages losses. Ping is
now implemented in almost all IP nodes.

Traceroute like Ping is often used to examine the net-
work connectivity. By sending ICMP messages changing the
TTL value, Traceroute can measure the RTT of all nodes over
the path from source to destination.

Treno can estimate TCP throughput using the user-level
to implement TCP-like protocol, Treno uses UDP to an un-
used port, ICMP error response or ICMP echo/reply so that
Treno can measure TCP throughput independently of the TCP
implementation of the end hosts.

5.1 Hardware-Based and Software-Based Tools

In general, hardware-based tools can generate pseudo-traffic
for measurement in a heavier volume and greater precision

Table 1 Comparison with other tools.

Hardware-based
Tools Ping Traceroute Treno Pathchar Ttcp Netperf KITS STAGE

Protocol Datalink,
IP

TCP/UDPICMP TCP/UDP TCP/UDPICMP ICMP ICMP, IP,
TCP/UDP

RTTMetrics RTT Bandwidth
TCP 

throughput

TCP/UDP
throughput,

packet loss rate

throughput,
delaytime,

packet loss, etc.,

Remote 
control

Flexible 
traffic

cost lowvery high

yes

somewhat

no no

no no

low

no

no

low

ICMP

no

no

low

yes no yesno

yesno no no

low low low low

Throughput,
delaytime,

packet loss, etc.,

Throughput,
delaytime,

packet loss, etc.,

Throughput,
delaytime,

packet loss, etc.,

yes no no no no yesno no somewhatMulticast
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Pathchar can estimate the performance of each node
along a path from a source to destination. Pathchar estimates
the performance by using ICMP protocol's Time Exceeded
response for various sizes of UDP packets whose TTL has
expired.

5.2.2 UDP/TCP Tools

The major characteristics of active measurement tools using
UDP/TCP are as follows. Almost all applications over TCP/
IP networks use UDP/TCP to transmit their own data, and
these tools therefore generate measurement pseudo-traffic
using UDP/TCP. This pseudo-traffic can emulate general
application traffic. However, both the sender and the receiver
must execute the pseudo-traffic in order to measure the end-
to-end performance of an application.

Ttcp is an active measurement tool using UDP/TCP. Ttcp
is the legacy throughput benchmark or load generator. Ttcp
can only measure maximum TCP/UDP throughput and packet
loss rate.

Netperf is an active measurement tool for measuring the
maximum TCP/UDP throughput, minimal, latency, TCP
transaction speed (e.g., connection, request, response, dis-
connection), and the CPU utilization during test. Netperf sup-
ports many transport mechanisms (TCP, UDP, Unix domain,
DLPI, Fore ATM, HIPPI, XTI, others).

KITS is a TCP/UDP performance measurement tool the
authors have developed. KITS is able to generate any type of
TCP/UDP traffic and measure the network throughput, delay
time, jitter and data loss.

5.3 Comparison

Table 1 shows a summary comparing active measurement
tools including STAGE.

6. Conclusion

This paper describes the flexible and general IP measure-
ment tool, STAGE. Using STAGE, users can generate arbi-
trary traffic by choosing the transmission protocol and defin-
ing the generation functions of pseudo-traffic for measure-
ment. Also, STAGE can boot from an httpd daemon from
any node, and is applicable to stand-alone measurement us-
ing ICMP. Through these functions of STAGE, we can mea-
sure the IP performance generally and flexibly.

As a future topic, STAGE will be extended to support
other functions, such as applicability to IPv6 and MPLS. Now
we are examining use of a new specification to support IPv6
and MPLS.
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