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#### Abstract

SUMMARY Multi-level divide-and-conquer (MDC) is a generalized divide-and-conquer technique, which consists of more than one division step organized hierarchically. In this paper, we investigate the paradigm of the MDC and show that it is an efficient technique for designing parallel algorithms. The following parallel algorithms are used for studying the MDC: finding the convex hull of discs, finding the upper envelope of line segments, finding the farthest neighbors of a convex polygon and finding all the row maxima of a totally monotone matrix. The third and the fourth algorithms are newly presented. Our discussion is based on the EREW PRAM, but the methods discussed here can be applied to any parallel computation models. key words: design of parallel algorithm, multi-level divide-andconquer, convex hull problem of discs, upper envelope problem of segments, farthest neighbors problem of polygons


## 1. Introduction

Divide-and-conquer ( DC ) is one of the most important techniques used for designing parallel algorithms. It consists of two steps: the division step which divides a problem into subproblems and finds the solution of each, and the merging step which merges the solutions of the subproblems into that of the original problem. To solve a problem efficiently with the DC, one should find a division which divides the problem into a set of proper subproblems such that (i) the total size of the subproblems does not exceed the size of the original problem much and (ii) the solutions of the subproblems can be easily merged into that of the original problem. Sinc some problems do not have such divisions, the DC is not always efficient. Fortunately, for some problems, although proper subproblems can not be found by one division step, they can be found by carrying out several division steps which are organized hierarchically. We are interested in such problems.

We introduce a concept multi-level divide-andconquer ( $M D C$ ). It is the same as that of the ordinary DC except that one division step is replaced by more than one hierarchically organized division step. The input of the first division step is that of the original

[^0]problem, and the input of the $i$ th $(i \geq 2)$ division step is the output of the $(i-1)$ th division step. In this paper, we discuss the structures and the mechanisms of the MDC and show that it is an excellent method for designing parallel algorithms. There are some important parameters in the MDC: the number of division levels (steps), the sizes of subproblems and the number of subproblems in each division level. We give a standard way for designing these parameters. We also show that by adjusting the parameters and adding some other auxiliary approaches such as pruning technique, the MDC will become much more efficient.

In this paper, we use several algorithms to explain the MDC technique. In these algorithms, some are known and some are newly presented. We would focus on the MDC technique itself but not these algorithms. Therefore, when the details of the algorithms prevent us from understanding the technique we leave them to the references. We use the EREW PRAM as a computational model, but conclusions can be applied to any parallel computation models. A parallel algorithm in the PRAM is cost optimal if the product of its running time and the number of the processors is of the same order as the running time of the fastest known sequential algorithm. It is time optimal if it is the fastest possible algorithm using a polynomial number of processors. In this paper, the following MDC-based parallel algorithms are used for studying the MDC method: (1) finding the convex hull of $n$ discs in $O\left(\log ^{1+\epsilon} n\right)$ time using $O\left(n / \log ^{\epsilon} n\right)$ processors, (2) finding the upper envelope of $n$ line segments in $O(\log n)$ time using $O(n)$ processors, (3) finding the farthest neighbors of a convex polygon with $n$ vertices and (4) finding all the row maxima in an totally monotone matrix with $n$ rows and $n$ columns in $O\left(\log ^{1+\epsilon} n / \log \log n\right)$ time using $O\left(n / \log ^{\epsilon} n\right)$ processors, where $\epsilon>0$ is an arbitrary constant. Some other problems such as finding the convex hull of curves in the plane and finding the upper envelope of $h$-intersecting segments in the plane are also used. In these algorithms, the first and the second are known [3], [4], and the third and the fourth are newly presented. All the above problems have been studied for quite some time and each has many applications. As so far, without using the MDC technique the first and the second problems are solved in $O\left(\log ^{2} n\right)$ time using $O(n / \log n)$ processors [10], [14], and the third and the fourth problem are solved in $O(\log n)$ time using
then merges the $\delta$ upper hulls into $U H\left(S^{\prime}\right)$. The first method uses an EDHM division: to merge the $\delta$ upper hulls, one should find the intersections of the hulls which may reach totally $\Theta(\delta n)$. The second method uses an HDEM division: after partitioning, each subsets may contain $\Theta(n)$ arcs which means that the total size of the subproblems may be $\Theta(\delta n)$ (Fig. 1). Therefore, both methods are inefficient.

A 2-level MDC combined by the above two division methods solves the problem as follows:
First division step: Divide $n$ discs into $\delta$ equallysized subsets of discs, and recursively construct the upper hull of each subset in parallel (Fig. 2(a)). Note that these upper hulls may intersect with each other.
Second division step: Using $n / \delta-1$ vertical lines, partition the $\delta$ upper hulls produced in the first recursive step which contain at most $2 n$ arcs totally into $n / \delta$ equally-sized separated parts (Fig. 2(b)), and then recursively find the upper hull of each part in parallel.
Merge step: Merge the $2 n / \delta$ separated upper hulls produced in the second recursive step into the upper hull of $S^{\prime}$.

In the second division step, when using vertical lines to partition the upper hulls, one line intersects with each upper hull at most once. The second division step is an EDEM one, since (1) partitioning $\delta$ upper hulls by $n / \delta-1$ vertical lines increases at most $n-\delta \operatorname{arcs}$, i.e., the size of each subset does not exceed $3 \delta$ and the total size of the subsets does not exceed $3 n$,


Fig. 1 A set of discs difficult to be separated.


Fig. 2 An MDC technique used for finding the convex hull of discs.
and (2) the separated $n / \delta$ upper hulls produced in the second division step can be merged easily: for each upper hull computing the portion which belongs to the solution, and connecting each portion from the left to right. In the algorithm if the size of the problem is small enough, we solve it by any sequential algorithm in constant time. Let $T(n)$ and $P(n)$ denote the running time and the number of the processors, respectively. Partitioning $\delta$ upper hulls by $n / \delta-1$ vertical lines in the second division step can be done in $O(\log n)$ time using $O(n / \log n)$ processor, and the merging step can be done in $O(\log n)$ time using $O(n / \log n)$ processor [4]. In the first and the second division steps, $\delta$ subproblems of size $n / \delta$ each and $n / \delta$ subproblems of size $3 \delta$ each are recursively found in parallel, respectively. Therefore, we have the following recurrences:

$$
\begin{aligned}
& T(n) \leq\left\{\begin{array}{l}
T(n / \delta)+T(3 \delta)+O(\log n) \\
\text { if } n>4 \\
c, \quad \text { if } n \leq 4
\end{array}\right. \\
& P(n) \leq\left\{\begin{array}{l}
\max \{O(n / \log n), \delta P(n / \delta), n / \delta P(3 \delta)\} \\
\text { if } n>4 \\
1, \quad \text { if } n \leq 4
\end{array}\right.
\end{aligned}
$$

Replacing $\delta$ by $n^{1 / 2}$, we get $T(n)=O(\log n$ $\log \log n)$ and $P(n)=O\left(n \log ^{\log 3} n\right)$. Therefore, $U H(S)$ can be found in $O(\log N \log \log N)$ time using $O\left(N \log ^{\log 3} N\right)$ processors. This means that the MDC solves the problem faster than the ordinary DC. In Sect.3, we will adjust the parameters of the above MDC to make it cost optimal.

The above example gives a common behavior of the MDC: in each division step total size of the subproblems should not exceed the size of the original problem too much, and in the merging step the solutions of the subproblems should be easily merged into the solution of the original problem. Generally, let a $k$ level MDC solve a problem of size $n$ in $T(n)$ time using $P(n)$ processors. We assume that the $i$ th division step divides the output of the $(i-1)$ th division step (the first division step divides the input of the problem) into $h_{i}(1 \leq i \leq k)$ subproblems of size $n_{i}$ each in $T_{D}(n, i)$ time using $P_{D}(n, i)$ processors, and assume the merge step merges the outputs of the final division step into the solution of the original problem in $T_{M}(n)$ time using $P_{M}(n)$ processors. Since the subproblems are solved recursively, in the $i$ th division step we can solve the subproblem of size $n_{i}$ in $T\left(n_{i}\right)$ time using $P\left(n_{i}\right)$ processors. Let $T_{D}(n)=\sum_{i=1}^{k} T_{D}(n, i)$ and $P_{D}(n)=\max _{i=1}^{k} P_{D}(n, i)$. The problem can be solved in $T(n)=\sum_{i=1}^{k} T\left(n_{i}\right)+T_{D}(n)+T_{M}(n)$ time and using $P(n)=\max _{i=1}^{k}\left\{h_{i} P\left(n_{i}\right), P_{D}(n), P_{M}(n)\right\}$ processors. In an $h$-DC (it divides the problem into $h$ subproblems), $h$ is often designed as a positive integer
or as a function of the size $n$ of the problem. In the latter case, for solving more subproblems in parallel, $h$ is often designed as $n^{\epsilon}$, where $0<\epsilon<1$. When designing a $k$-level MDC, we usually set $h_{i}=n^{1 / k}(1 \leq i$ $\leq k)$ first. The size $n_{i}$ of each subproblem in the $i$ th level should not exceed $c n^{1 / k}$, where $c>0$ is a constant. In this situation, if $T_{D}(n)+T_{M}(n)=O(1)$, then $T(n)=k T\left(c n^{1 / k}\right)+O(1)=O(\log n)$, and if $T_{D}(n)+T_{M}(n)=O(\log n)$, then $T(n)=k T\left(c n^{1 / k}\right)+$ $O(\log n)=O(\log n \log \log n)$. Also if $P_{D}(n)=P_{M}(n)$ $=O(n)$, then $P(n)=\max _{i=1}^{k}\left\{n^{1 / k} P\left(c n^{1 / k}\right), O(n)\right\}=$ $O\left(n \log ^{\log c} n\right)$.

## 3. Adjusting Parameters of the MDC

A $k$-level MDC is called as an $\left(h_{1}, h_{2}, \ldots, h_{k}\right)$-MDC if its $i$ th division step divides the input of this step into $h_{i}$ subproblems and solves them recursively. The algorithm of finding $U H(S)$ in Sect. 2 is a $(\delta, 2 n / \delta)$ MDC, where $\delta=n^{1 / 2}$. As we stated before, instead of setting $h_{i}=c(c$ is a positive integer $)$ we prefer to set $h_{i}=n^{\epsilon} \quad(0<\epsilon<1)$ so that $n^{\epsilon}$ subproblems can be solved in parallel. But it does not always give the best algorithm since the price paid for dividing and merging may be high when the number of subproblems is big. In this section, we show how to adjust the value of $h_{i}$ such that it does not depend on the sizes of subproblems too much.

Let us consider the $(\delta, 2 n / \delta)$-MDC used for finding $U H(S)$ in Sect. 2 once again. Instead of setting $\delta=$ $n^{1 / 2}$ in the algorithm of Sect. 2, we define that $\delta=\delta_{i}$ $(1 \leq i \leq c)$, if $d_{i}<n \leq d_{i+1}$, where $\delta_{i}=\min \left(d_{i}, n / d_{i}\right)$, $d=\log ^{1 / c} N$ and $d_{i}=2^{d^{i}}\left(=2^{\log ^{i / c} N}\right)$ and $c$ is a positive integer which will be decided later. We should note that $N$ is the size of $S$ and $d$ is fixed when the input $S$ and $c$ are given. From the definition, we know that $\delta$ (therefore, the number of the subproblems in both division steps) keeps the same value when $n$ changes from $d_{i}$ to $\leq d_{i+1}$. We solve the problem with the same algorithm in Sect. 2 as follows: if the size $n$ of the problem ( $n=N$ at the beginning of the algorithm) satisfies the condition $d_{t}<n \leq d_{t+1}(1 \leq i \leq c-1)$, we solve the problem by the $\left(\delta_{t}, 2 n / \delta_{t}\right)-\mathrm{MDC}(1 \leq t \leq c)$. If $n \leq d_{1}$, we stop the recursion and solve the problem directly by the known algorithm which runs in $O\left(\log ^{2} n\right)$ time using $O(n / \log n)$ processors [14]. Replacing $\delta$ with $\delta_{t}$ and changing the boundary condition in the recurrences of Sect. 2, we get the following recurrences for the revised algorithm:
$T(n) \leq\left\{\begin{array}{l}T\left(n / \delta_{t}\right)+T\left(3 \delta_{t}\right)+O(\log n) \\ \text { if } d_{t}<n \leq d_{t+1}(1 \leq t \leq c-1) \\ O\left(\log ^{2} n\right), \quad \text { if } n \leq d_{1}\end{array}\right.$
$P(n) \leq\left\{\begin{array}{l}\max \left\{O(n / \log n), \delta_{t} P\left(n / \delta_{t}\right), n / \delta_{t} P\left(3 \delta_{t}\right)\right\}, \\ \text { if } d_{t}<n \leq d_{t+1}(1 \leq t \leq c-1) \\ n / \log n, \quad \text { if } n \leq d_{1}\end{array}\right.$

We can prove that $T(N)=O\left(\log ^{1+1 / c} N\right)$ and $P(N)=$ $O\left(N / \log ^{1 / c} N\right)$ [4]. For any constant $\epsilon>0$, by setting $c=\lceil 1 / \epsilon\rceil$ and $c=\lceil\log \log N\rceil$, the algorithm runs in $O\left(\log ^{1+\epsilon} N\right)$ time using $O\left(N / \log ^{\epsilon} N\right)$ processors, and in $O(\log N \log \log N)$ time using $O\left(N \log ^{1+\epsilon} N\right)$ processors, respectively. The first result is cost optimal and the second one is faster. If there are only $2^{O\left(\log ^{\alpha} N\right)}$ different kinds of radii in $N$ discs for any $\alpha(0<\alpha<$ 1 ), from the first result $U H(S)$ is constructed not only cost optimally but also time optimally in $O(\log N)$ time using $O(N)$ processors.

The same MDC can be used to solve the following generalized convex hull problems. Let $E$ be a set of $N$ convex curves in the plane and let the boundary of the convex hull of $E$ consist of at most $h N$ portions of curves. In the special case that $E$ is a set of circle, $h$ $=2$. Let $O_{I}, O_{I I}$ and $O_{I I I}$ denote the operations of finding the common tangents of two curves, the intersections of two curves and the intersections of one curve and one straight line, respectively, in the plane, and $A$, $B$ and $C$ denote the running time of the operations $O_{I}$, $O_{I I}$ and $O_{I I I}$, respectively. By replacing the operations on arcs of circles by the ones on arcs of curves, the convex hull of $E$ can be computed by the same algorithm in $O\left(\frac{A+B+C}{\log ^{1+\epsilon} N}\right)$ time using $O\left(N / \log ^{\epsilon} N\right)$ processors, or in $O\left(\frac{A+B+C}{\log N \log \log N}\right)$ time using $O\left(N \log ^{(1+\epsilon) \log h} N\right)$ processors for any positive constant $\epsilon$. For quadratic curves in the plane, $A, B$ and $C$ are constants, and $h=4$.

The same MDC can be also used to solve the upper envelope problem. Given a collection $S$ of $N$ segments which are $h$-intersecting in the plane, that is, they intersect pairwise at most $h$ times, regarding the segments as opaque barriers, their upper envelope, denoted as $U E(S)$, consists of the portions of the segments visible from point $(0,+\infty) . U E(S)$ contains $\Theta\left(\lambda_{h+2}(N)\right)$ segments, where $\lambda_{h}(N)=O(N)$, $\Theta(N \alpha(N))$, and $O\left(N \alpha(N)^{\alpha(N)^{h-3}}\right)$ for $h \leq 2, h=3$ and $h>3$, respectively, and $\alpha(N)$ is the extremely slowly growing functional inverse of Ackermann's function [9], [12]. Let $d_{t}$ and $\delta_{t}$ be defined as before, and let $S^{\prime}$ be a subset of $S$ with $n h$-intersecting segments. The following algorithm finds $U E\left(S^{\prime}\right) . U E(S)$ can be found by setting $S^{\prime}=S$ and $n=N$.
Base: If $n \leq d_{1}$, solve the problem directly by the known algorithm which runs in $O\left(\log ^{2} n\right)$ time using $O\left(\frac{\lambda_{h+1}(n)}{\log n}\right)$ processors [10]. If $n>d_{1}$, do the following steps.
First division step: Find $t>1$ such that $d_{t}<n$ $\leq d_{t+1}$. Divide $n$ segments of $S^{\prime}$ into $\delta_{t}$ equally-sized subsets of segments, and recursively construct the upper envelope of each subset in parallel. Note that these upper envelopes may intersect with each other.
Second division step: Using $n / \delta_{t}-1$ vertical lines, partition the $\delta_{t}$ upper envelopes produced in the first recursive step which contain at most $\lambda_{h+2}(n)$ segments
totally into $\lambda_{h+2}(n) / \delta_{t}$ equally-sized separated parts, and then recursively find the upper envelopes of each part in parallel.
Merge step: Connect the $\lambda_{h+2}(n) / \delta_{t}$ separated upper envelopes produced in the second recursive step from the left to the right to get the upper envelope of $S^{\prime}$.

We can prove that $U E(S)$ can be found by the above algorithm in $O\left(\log ^{1+\epsilon} N\right)$ time using $O\left(\frac{\lambda_{h+1}(N)}{\log ^{\epsilon} N}\right)$ processors for any $\epsilon>0$ [3].

## 4. Using Prune Technique in the MDC

In a $k$-level MDC, the $k$ division steps are organized hierarchically and executed one after another. Since the subproblems in each division step are usually solved recursively, there are $k$ recursive processes which must be executed sequentially. If we can remove some recursive processes from the division steps, we can solve the problems more efficiently. In the following, we show how to use prune technique to remove the recursive processes of some division steps.

At the end of Sect. 3, we gave an algorithm of finding the upper envelope of a set $S$ of $N h$-intersecting segments in the plane. Here, we restrict the segments to be line segments and show that by adding a prune technique we can find $U E(S)$ both time and cost optimally.
$S$ has a left (or right) base if all the left (right) endpoints of the segments of $S$ lie on a same vertical line. It is known that the problem of finding the upper envelope of $N$ segments can be reduced, in $O(\log N)$ time using $O(N)$ processors, into that of finding the upper envelope of $N$ segments which has the left (or the right) base [3]. Therefore, in the following we assume that $S$ has a left base and find $U E(S)$. When $S$ has a left base, the segments of $S$ is 1-intersecting and the size of $U E(S)$ is at most $2 N-1$. We define set $S\left[l_{1}, l_{2}\right]$ $=\left\{\right.$ the subsegment of $e$ lying between vertical lines $l_{1}$ and $\left.l_{2}, e \in S\right\}$.

## Algorithm FindUEWithBase $(S)$

(Input) $S$ and $P(S)$, where $S$ is the set of $N$ line segments in the plane and $S$ is sorted in increasing slope, and $P(S)$ is the set consisting of the right endpoints of the segments of $S$ and $P(S)$ is sorted in increasing $x$-coordinate.
(Output) $U E(S)$.
[method] Let $S^{\prime}$ be a subset of $S$ with $n$ segments. The segments of $S^{\prime}$ are sorted in increasing slope. $P\left(S^{\prime}\right)$ consists of the right endpoints of the segments of $S^{\prime}$ which are sorted in increasing $x$-coordinate. The following procedure finds $U E\left(S^{\prime}\right)$ with an $\left(n^{1 / 2}, n^{1 / 2}\right)$-MDC. $U E(S)$ can be found by setting $S^{\prime}=S$ and $n=N$.
Procedure UEWithBase ( $S^{\prime}$ )
(Base step) If $n=1, U E\left(S^{\prime}\right)=S^{\prime}$. This completes the algorithm.


Fig. 3 Algorithm for finding the upper envelope of the lines segments with a left base.
(First division step) Divide $S^{\prime}$ into $n^{1 / 2}$ subsets $S_{1}$, $S_{2}, \ldots, S_{n^{1 / 2}}$ such that $S_{i}\left(1 \leq i \leq n^{1 / 2}\right)$ consists of the segments whose right endpoints belong to $P_{i}$, where $P_{i}$ contains $\left((i-1) n^{1 / 2}+1\right)$ th to $\left(i n^{1 / 2}\right)$ th points of $P\left(S^{\prime}\right)$ (Fig. 3(a)). For each $i$, recursively construct $U E\left(S_{i}\right)$ in parallel.
(Second division step) Let $l_{i}\left(1 \leq i \leq n^{1 / 2}\right)$ be the vertical line passing through the rightmost endpoint of $S_{i}$ (Fig.3(b)). Let $\bar{S}$ be the set of all the segments of $U E\left(S_{1}\right), U E\left(S_{2}\right), \ldots, U E\left(S_{n^{1 / 2}}\right)$. Separate $\bar{S}$ which contains at most $2 n-1$ segments by lines $l_{0}, l_{1}, \ldots$, $l_{n^{1 / 2}}$ into $n^{1 / 2}$ separated parts $\bar{S}\left[l_{0}, l_{1}\right], \bar{S}\left[l_{1}, l_{2}\right], \ldots$, $\bar{S}\left[l_{n^{1 / 2}-1}, l_{n^{1 / 2}}\right]$ such that each part contains $O\left(n^{1 / 2}\right)$ segments (or subsegments), where $l_{0}$ is the left base of $S^{\prime}$. For each $i$, recursively construct $U E\left(\bar{S}\left[l_{i-1}, l_{i}\right]\right)$ in parallel.
(Merge step) Concatenate $U E\left(\bar{S}\left[l_{i-1}, l_{i}\right]\right)$ from $i=1$ to $i=n^{1 / 2}$ in the increasing order of $i$.

In Second division step, one vertical line passes through at most $n^{1 / 2}$ upper envelopes. If in the above algorithm we move $l_{i}\left(1 \leq i \leq n^{1 / 2}\right)$ such that it passes through the $2 i|\bar{S}| / n^{1 / 2}$ th end points of $\bar{S}$, then each part contains at most $3 n^{1 / 2}$ segments. Except the recursive parts, the rest of the procedure of finding $U E\left(S^{\prime}\right)$ can be done in $O(\log n)$ time using $O(n)$ processors. Therefore the whole procedure can be executed in $T(n)=T\left(n^{1 / 2}\right)+T\left(3 n^{1 / 2}\right)+O(\log n)$ time using $P(n)=\max \left\{n^{1 / 2} P\left(n^{1 / 2}\right), n^{1 / 2} P\left(O\left(n^{1 / 2}\right)\right), n\right\}$, that is, it can be executed in $O(\log n \log \log n)$ time using $n \log ^{\log 3} n$ processors. Therefore, $U E(S)$ can be found in $O\left(\log ^{N} \log N \log N\right)$ time using $N \log ^{\log 3} N$ processors. Actually, by adding a prune technique into procedure UEWithBase to get rid of the recursive structure
in the second division step, we can find $U E(S)$ both cost and time optimal.

A line is said to be induced from a segment, if the segment lies on the line. A set of lines is said induced from a set $S$ of segments, denoted as $L(S)$, if it consists of all the lines which are induced from the segments of $S$. Let set $\hat{S}$ consist of some subsegments of $S$. For any pair $s \in S$ and $s^{\prime} \in \hat{S}, s$ is the origin of $s^{\prime}$ if $s^{\prime}$ is a subsegment of $s$. We use $\operatorname{Ori}(\hat{S}, S)$ to denote the subset of $S$ which consists of all the origins of the segments in $\hat{S}$. Usually, $U E(S)$ is a simple polygonal chain, but when no confusion occurs, we also consider it as a set of the line segments which are the edges of the chain. The following lemma reveals the relation between the upper envelope of lines and that of segments.

Property 1: Let $T$ be a set of line segments and $L(T)$ be the set of the lines induced from $T$. If $T$ has both the left base $l_{1}$ and the right base $l_{2}$ (i.e., all the segments begin from $l_{1}$ and end at $l_{2}$ ), then $U E(T)$ is the portion of $U E(L(T))$ lying between $l_{1}$ and $l_{2}$, that is, $U E(T)$ $=U E(L(T))\left[l_{1}, l_{2}\right]$.

From the above property, if a set of line segments has both the left base and the right base, we can treat it as a set of lines. The problem of finding the upper envelope of $n$ lines is dual to that of finding the convex hull of $n$ points which can be solved both time and cost optimally in $O(\log n)$ time using $O(n)$ processors. The key point of our prune technique here is to remove the line segments which can be treated as lines from the recursive process of the second division step, i.e., remove them from $\bar{S}\left[l_{i-1}, l_{i}\right]$.

For a set $T$ of segments and two vertical lines $l_{1}$ and $l_{2}$, where $l_{1}$ lies on the left of $l_{2}$, we can divide $T^{\prime}=T\left[l_{1}, l_{2}\right]$ into two subsets: passing-through-segment set Pas $\left(T^{\prime}\right)$ and falling-in-segment set $\operatorname{Fal}\left(T^{\prime}\right)$, where $t \in \operatorname{Pas}\left(T^{\prime}\right)$ if $t^{\prime}$ begins from $l_{1}$ and ends at $l_{2}$ and $t \in \operatorname{Fal}\left(T^{\prime}\right)$ if at least one endpoint of $t^{\prime}$ lies in the slab between $l_{1}$ and $l_{2}$ excluding $l_{1}$ and $l_{2}$. It is easily seen that $U E\left(T^{\prime}\right)$ $=U E\left(U E\left(\operatorname{Pas}\left(T^{\prime}\right)\right) \cup U E\left(F a l\left(T^{\prime}\right)\right)\right)$. Thus, in the second division step of the algorithm, $U E\left(\bar{S}\left[l_{i}, l_{i+1}\right]\right)$ $=U E\left(U E\left(\operatorname{Pas}\left(\bar{S}\left[l_{i}, l_{i+1}\right]\right)\right) \cup U E\left(\operatorname{Fal}\left(\bar{S}\left[l_{i}, l_{i+1}\right]\right)\right)\right)$. From Property 1, UE $\left(\operatorname{Pas}\left(\bar{S}\left[l_{i}, l_{i+1}\right]\right)\right)$ can be found by the upper envelope algorithm for lines. That is, we can prune $\operatorname{Pas}\left(\bar{S}\left[l_{i}, l_{i+1}\right]\right)$ from $\bar{S}\left[l_{i}, l_{i+1}\right]$. Furthermore, from the definitions of $S_{i}$ and $\operatorname{Fal}\left(\bar{S}\left[l_{i}, l_{i+1}\right]\right)$, $\operatorname{Ori}\left(\operatorname{Fal}\left(\bar{S}\left[l_{i}, l_{i+1}\right]\right), S\right)=S_{i}$, thus, $U E\left(\operatorname{Fal}\left(\bar{S}\left[l_{i}, l_{i+1}\right]\right)\right)$ $=U E\left(S_{i}\right)\left[l_{i}, l_{i+1}\right] . U E\left(S_{i}\right)\left[l_{i}, l_{i+1}\right]$ can be easily gotten from $U E\left(S_{i}\right)$ which has been found in the first division step. Therefore, we remove the recursive process from the second division step successfully and complete it in $O(\log n)$ time using $O(n)$ processors. We get the formulas $T(n)=T\left(n^{1 / 2}\right)+O(\log n)$ and $P(n)$ $=\max \left\{n^{1 / 2} P\left(n^{1 / 2}\right), n\right\}$. Thus, $T(n)=O(\log n)$ and $P(n)=n$. That is, the upper envelope of $N$ line segments in the plane can be found both time and cost
optimally in $O(\log N)$ time using $O(N)$ processors.
Algorithm FindUEWithBase $(S)$ gives some other results: (1) the upper envelope of $N$ line segments in the plane can be found in $O(N \log \log N)$ time sequentially if the segments are sorted in slope and the segment endpoints are sorted in $x$-coordinate, and (2) the upper hull of $N$ nonintersecting line segments can be found in $O(\log N)$ time using $O(N / \log N)$ processors, if the segment endpoints are sorted in $x$-coordinate. For more details, see [3].

## 5. Finding All the Farthest Neighbors of Convex Polygons

In this section, we give some other instances, in which the MDC is used more flexible and skillfully. Let $P$ $=\left(p_{1}, \ldots, p_{n}\right)$ be a convex polygon represented by the sequence of the vertices listed in counter-clockwise order. We use $P[i \ldots j]$ to denote the contiguous vertices of $P$ listed from $p_{i}$ to $p_{j}$ inclusive. We define distance $d(p, q)$ to be the length of the line segment connecting $p$ and $q$. Vertex $q$ is said to be the farthest neighbor of $p$ in $P$, if $d(p, q) \geq d\left(p, q^{\prime}\right)$ for any other vertex $q^{\prime}$ of $P$. The farthest neighbor of $p$ may be not unique. The farthest neighbors problem of $P$ is to find a farthest neighbor in $P$ for each vertex of $P$. In this setion, we first present a parallel algorithm which solves the problem in $O\left(\log ^{2} n / \log \log n\right)$ time using $O(n / \log n)$ processors, and then using the MDC improve it to run in $O\left(\log ^{1+\epsilon} n / \log \log n\right)$ time using $O\left(n / \log ^{\epsilon} n\right)$ processors.

### 5.1 A Basic Algorithm

Let $Q_{1}=\left(u_{0}, u_{1}, \ldots, u_{s-1}\right)$ and $Q_{2}=\left(v_{0}, v_{1}, \ldots, v_{t-1}\right)$ be two subsequences of $P=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$, and let $u$ and $v$ be the vertices of $Q_{1}$ and $Q_{2}$, respectively. Vertex $v$ is said to be the farthest neighbor of vertex $u$ in $Q_{2}$, denoted as $F N\left(u: Q_{2}\right)$, if for any vertex $w$ of $Q_{2}$, $d(u, v) \geq d(u, w)$. We use $\operatorname{AFN}\left(Q_{1}: Q_{2}\right)$ to denote the sequence $\left(F N\left(u_{0}: Q_{2}\right), F N\left(u_{1}: Q_{2}\right), \ldots, F N\left(u_{s-1}\right.\right.$ : $\left.Q_{2}\right)$ ). In the following we find $\operatorname{AFN}\left(Q_{1}: Q_{2}\right)$. The problem of finding all the farthest neighbors of a convex polygon $P$ can be solved by finding $A F N(P: P)$.

We first show that if $s \geq \log t, A F N\left(Q_{1}: Q_{2}\right)$ can be found in $O(s)$ time using $O(t / s)$ processors. The algorithm is as follows.
(1) If $s \geq t$, compute $\operatorname{AFN}\left(Q_{1}: Q_{2}\right)$ by sequential algorithm in $O(s)$ time [13], else do the following steps. (2) Divide $Q_{2}$ into $t / s$ subsequences such that the $i$ th one is $Q_{2}^{i}=Q_{2}[i s \ldots((i+1) s-1)](0 \leq i \leq t / s-1)$. Compute $\operatorname{AFN}\left(Q_{1}: Q_{2}^{i}\right)$ for each $i$, in parallel.
(3) Decide $F N\left(u: Q_{2}\right)$ for each vertex $u$ of $Q_{1}$ by computing the maximum of $F N\left(u: Q_{2}^{0}\right), F N\left(u: Q_{2}^{1}\right)$, $\ldots, F N\left(q: Q_{2}^{t / s-1}\right)$.

To avoid the concurrent reading of $Q_{1}$ in Step (2), we should first make $t / s$ copies of $Q_{1}$, which can be


Fig. 4 The property of the farthest neighbors.
done in $O(\log t)$ time using $O(t / \log t)$ processors [11]. Both $Q_{1}$ and $Q_{2}^{i}(0 \leq i \leq t / s-1)$ have only $s$ vertices, therefore, $A F N\left(Q_{1}, Q_{2}^{i}\right)$ can be found in $O(s)$ time sequentially [13]. Thus, step (2) can be executed in $O(s)$ time using $O(t / s)$ processors. Step (3) can be executed in $O(\log t)$ time using $O(t / \log t)$ processors by prefix maxima computing [11].
Lemma 1: Let $Q_{1}$ and $Q_{2}$ be two subsequences of a convex polygon with $s$ and $t$ vertices, respectively. $A F N\left(Q_{1}, Q_{2}\right)$ can be found in $O(s)$ time using $O(t / s)$ processors if $s \geq \log t$.

The following property can be easily proven and it leads us to find $\operatorname{AFN}\left(Q_{1}: Q_{2}\right)$ with an ordinary DC.
Property 2: [5] Let $u_{i}$ and $u_{j}(i \leq j)$ be the $i$ th and the $j$ th vertices of $Q_{1}$. If $F N\left(u_{i}: Q_{2}\right)=v_{f}$ and $F N\left(u_{j}: Q_{2}\right)=v_{g}$, then for any vertex $u$ of $Q_{1}[i \ldots j]$, $F N\left(u: Q_{2}\right)$ belongs to $Q_{2}[f \ldots g]$ (Fig. 4).

Given a subsequence $Q_{1}^{\prime}=\left(u_{h_{1}}, u_{h_{2}}, \ldots, u_{h_{r}}\right)$ of $Q_{1}$, where $u_{h}$ is the $h$ th $\left(h_{1} \leq h \leq h_{r}\right)$ vertex of $Q_{1}$, if $\operatorname{AFN}\left(Q_{1}^{\prime}: Q_{2}\right)=\left(v_{k_{1}}, v_{k_{2}}, \ldots, v_{k_{r}}\right)$, then Property 2 implies that $\operatorname{AFN}\left(Q_{1}\left[h_{i} \ldots h_{i+1}\right]: Q_{2}\right)=$ $\operatorname{AFN}\left(Q_{1}\left[h_{i} \ldots h_{i+1}\right]: Q_{2}\left[k_{i} \ldots k_{i+1}\right]\right)$ for all $i(1 \leq i$ $\leq r)$. Let $d=\log t$, the following algorithm computes $A F N\left(Q_{1}: Q_{2}\right)$.
Algorithm AllFarthestNeighbor $\left(Q_{1}, Q_{2}\right)$
[Input] Two subsequences of convex polygon $P: Q_{1}=$ $\left(u_{0}, u_{1}, \ldots, u_{s-1}\right)$ and $Q_{2}=\left(v_{0}, v_{1}, \ldots, v_{t-1}\right)$
[Output] $A F N\left(Q_{1}: Q_{2}\right)$
(Step 1) If $s \leq d$, find $A F N\left(Q_{1}: Q_{2}\right)$ by Lemma 1 . This completes the algorithm.
(Step 2) Let $Q_{1}^{\prime}=\left(u_{0}, u_{(s-1) / d}, u_{2(s-1) / d}, \ldots, u_{s-1}\right)$, i.e., the $i$ th $(0 \leq i \leq d)$ vertex of $Q_{1}^{\prime}$ is the $(i(s-1) / d)$ th vertex of $Q_{1}$. Find $A F N\left(Q_{1}^{\prime}: Q_{2}\right)$ by Lemma 1.
(Step 3) Let $\operatorname{AFN}\left(Q_{1}^{\prime}: Q_{2}\right)=\left(v_{k_{0}}, v_{k_{1}}, \ldots, v_{k_{d}}\right)$. Recursively find $A F N\left(Q_{1}[i(s-1) / d \ldots(i+1)(s-1) / d)\right]$ : $\left.Q_{2}\left[k_{i} \ldots k_{i+1}\right]\right)$ for each $i(0 \leq i \leq d-1)$, in parallel.

Since $d=\log t$, Step 1 and Step 2 can be executed in $O(d)$ time using $O(t / d)$ processors by Lemma 1. Step 3 is a recursive step. Let $T(s, t)$ and $P(s, t)$ denote the running time and the number of the processors of the algorithm, and let $t_{i}=k_{i+1}-k_{i}$, we have the
following recurrences:

$$
\begin{aligned}
& T(s, t) \leq\left\{\begin{array}{l}
\max _{i=0}^{d-1} T\left(s / d, t_{i}\right)+O(d), \text { if } s>d \\
O(d), \text { if } s \leq d
\end{array}\right. \\
& P(s, t) \leq\left\{\begin{array}{l}
\max \left\{\sum_{i=0}^{d-1} P\left(s / d, t_{i}\right), t / d\right\}, \text { if } s>d \\
O(t / d), \text { if } s \leq d
\end{array}\right.
\end{aligned}
$$

Thus, $T(s, t)=O(d \log s / \log d)$ and $P(s, t)=O(t / d)$.
Lemma 2: Let $Q_{1}$ and $Q_{2}$ be two subsequences of a convex polygon with $s$ and $t$ vertices each. $A F N\left(Q_{1}\right.$ : $\left.Q_{2}\right)$ can be computed in $O(d \log s / \log d)$ time using $O(t / d)$ processors, where $d=\log t$.

We compute $\operatorname{AFN}(P: P)$ by setting $Q_{1}=Q_{2}=$ $P$ and $s=t=n$. From Lemma 2, $A F N(P: P)$ can be computed in $O\left(\log ^{2} n / \log \log n\right)$ time using $O(n / \log n)$ processors.

### 5.2 Making the Algorithm Fast by the MDC

Let $d_{h}=2^{\log ^{h /(h+1)} s}(h \geq 1)$, where $s$ is the size of $Q_{1}$ and $h$ is a positive integer. Let $Q_{1}^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{s^{\prime}}\right)$ and $Q_{2}^{\prime}=\left(y_{1}, y_{2}, \ldots, y_{t^{\prime}}\right)$ be the subsequences of $Q_{1}$ and $Q_{2}$ with $s^{\prime}$ and $t^{\prime}$ vertices, respectively. We find $A F N\left(Q_{1}^{\prime}\right.$ : $\left.Q_{2}^{\prime}\right)$ by calling the following procedure $\operatorname{Improv} \operatorname{AFN}\left(Q_{1}^{\prime}\right.$, $\left.Q_{2}^{\prime}, h+1\right)$. $\operatorname{AFN}\left(Q_{1}: Q_{2}\right)$ can be found by setting $Q_{1}^{\prime}$ $=Q_{1}, Q_{2}^{\prime}=Q_{2}, s^{\prime}=s$ and $t^{\prime}=t$.

## Procedure ImprovAFN $\left(Q_{1}^{\prime}, Q_{2}^{\prime}, h+1\right)$

(Base step) If $h=1$, compute $A F N\left(Q_{1}^{\prime}: Q_{2}^{\prime}\right)$ by Lemma 2 in $O(d \log s / \log d)$ time using $O(t / d)$ processors. This completes the procedure. Now let $h>1$. If $s^{\prime} \leq d_{h}$, recursively compute $A F N\left(Q_{1}^{\prime}: Q_{2}^{\prime}\right)$ by ImprovAFN $\left(Q_{1}^{\prime}, Q_{2}^{\prime}, h\right)$. Else compute $A F N\left(Q_{1}^{\prime}: Q_{2}^{\prime}\right)$ as follows.
(First division step) Select a subsequence $\hat{Q}_{1}=$ $\left(x_{0}, x_{\left(s^{\prime}-1\right) / d_{h}}, x_{2\left(s^{\prime}-1\right) / d_{h}}, \ldots, x_{s^{\prime}-1}\right)$ from $Q_{1}^{\prime}$, where $x_{i\left(s^{\prime}-1\right) / d_{h}}$ is $i\left(s^{\prime}-1\right) / d_{h}$ th $\left(0 \leq k \leq d_{h}\right)$ vertex of $Q_{1}^{\prime}$. Recursively compute $\operatorname{AFN}\left(\hat{Q_{1}}: Q_{2}^{\prime}\right)$ by $\operatorname{ImprovAFN}\left(\hat{Q_{1}}, Q_{2}^{\prime}, h\right)$.
(Second division step) Suppose that $A F N\left(\hat{Q}_{1}\right.$ : $\left.Q_{2}^{\prime}\right)=\left(y_{j_{0}}, y_{j_{1}}, \ldots, y_{j_{d_{h}}}\right)$. Divide $Q_{1}^{\prime}$ into $Q_{1}^{\prime}(k)=$ $Q_{1}^{\prime}\left[k\left(s^{\prime}-1\right) / d_{h} \ldots(k+1)\left(s^{\prime}-1\right) / d_{h}\right]$ and divide $Q_{2}^{\prime}$ into $Q_{2}^{\prime}(k)=Q_{2}^{\prime}\left[j_{k} \ldots j_{k+1}\right]\left(0 \leq k \leq d_{h}-1\right)$. For each $i$ recursively compute $A F N\left(Q_{1}^{\prime}(k): Q_{2}^{\prime}(k)\right)$ by ImprovAFN $\left(Q_{1}^{\prime}(k), Q_{2}^{\prime}(k), h+1\right)$, in parallel.

In the first division step, the division is not obvious: $Q_{1}^{\prime}$ is divided into $\hat{Q_{1}}$ and $Q_{1}^{\prime}-\hat{Q}_{1}$ and only $A F N\left(\hat{Q}_{1}: Q_{2}^{\prime}\right)$ is computed recursively. The output of the second division step is $\operatorname{AFN}\left(Q_{1}^{\prime}: Q_{2}^{\prime}\right)$, therefore, the merge step is not necessary.
Lemma 3: If procedure $\operatorname{ImprovAFN}\left(Q_{1}^{\prime}, Q_{2}^{\prime}, h\right)(h \geq$ 2) computes $A F N\left(Q_{1}^{\prime}, Q_{2}^{\prime}\right)$ in $O\left(\log ^{1+1 / h} s^{\prime} / \log d\right)$ time
using $O\left(t^{\prime} / \log ^{1 / h} s^{\prime}\right)$ processors, ImprovAFN $\left(Q_{1}^{\prime}, Q_{2}^{\prime}\right.$, $h+1)$ computes $A F N\left(Q_{1}^{\prime}, Q_{2}^{\prime}\right)$ in $O\left(\log ^{1+1 /(h+1)} s^{\prime} /\right.$ $\log d)$ time using $O\left(t^{\prime} / \log ^{1 /(h+1)} s\right)$ processors.
Proof: Let $T\left(s^{\prime}, t^{\prime}\right)$ be the running time and $P\left(s^{\prime}, t^{\prime}\right)$ be the number of the processors for finding $A F N\left(Q_{1}^{\prime}\right.$ : $\left.Q_{2}^{\prime}\right)$ by ImprovAFN $\left(Q_{1}^{\prime}, Q_{2}^{\prime}, h+1\right)(h \geq 2)$, where the number of the vertices of $Q_{1}^{\prime}$ and $Q_{2}^{\prime}$ are $s^{\prime}$ and $t^{\prime}$, respectively. In $\operatorname{Improv} \operatorname{AFN}\left(Q_{1}^{\prime}, Q_{2}^{\prime}, h+1\right)$, if $s^{\prime} \leq$ $d_{h} \operatorname{ImprovAFN}\left(Q_{1}^{\prime}, Q_{2}^{\prime}, h\right)$ is called in Base Step, else $\operatorname{Improv} \operatorname{AFN}\left(\hat{Q}_{1}, Q_{2}^{\prime}, h\right)$ is called in First division step , where $\left|\hat{Q}_{1}\right| \leq d_{h}$. According to the condition of this lemma, they can be solved in $O\left(\log ^{1+1 / h} d_{h} / \log d\right)$ time using $O\left(t^{\prime} / \log ^{1 / h} d_{h}\right)$ processors. Let $t_{k}=j_{k+1}-j_{k}+$ 1 and $M=\max _{k=0}^{d_{h}-1} t_{k}$. In the second division step, $d_{h}$ subproblems: finding $A F N\left(Q_{1}^{\prime}(k): Q_{2}^{\prime}(k)\right)$ for each of $k\left(0 \leq k \leq d_{h}-1\right)$ are recursively solved by ImprovAFN $\left(Q_{1}^{\prime}(k), Q_{2}^{\prime}(k), h+1\right)$, where the sizes of $Q_{1}^{\prime}(k)$ and $Q_{2}^{\prime}(k)$ are $s^{\prime} / d_{h}$ and $t_{k}$. Therefore, we have the following recurrences.

$$
\begin{gathered}
T\left(s^{\prime}, t^{\prime}\right) \leq\left\{\begin{array}{l}
T\left(s^{\prime} / d_{h}, M\right)+O\left(\log ^{1+1 / h} d_{h} / \log d\right) \\
\text { if } s^{\prime}>d_{h} \\
O\left(\log ^{1+1 / h} d_{h}\right), \quad \text { if } s^{\prime} \leq d_{h}
\end{array}\right. \\
P\left(s^{\prime}, t^{\prime}\right) \leq\left\{\begin{array}{l}
\max \left\{\sum_{i=0}^{d_{h}-1} P\left(s^{\prime} / d_{h}, t_{i}\right)\right. \\
\left.O\left(t^{\prime} / \log ^{1 / h} d_{h}\right)\right\}, \quad \text { if } s^{\prime}>d_{h} \\
O\left(t^{\prime} / \log ^{1 / h} d_{h}\right), \quad \text { if } s^{\prime} \leq d_{h}
\end{array}\right.
\end{gathered}
$$

By recalling that $\log d_{h}=\log ^{h /(h+1)} s$, from the recurrences we can easily get $T(s, t)=O\left(\log ^{1 /(h+1)} s\right.$ $\left.\log ^{1+1 / h} d_{h} / \log d\right)=O\left(\log ^{1+1 /(h+1)} s / \log d\right)$, and $P(s, t)=O\left(\sum_{i=0}^{d_{h}-1} t_{i} / \log ^{1 / h} d_{h}\right)=O\left(t / \log ^{1 /(h+1)} s\right)$.

Theorem 1: Let $Q_{1}$ and $Q_{2}$ be two sequences of a convex polygon with $s$ and $t$ vertices each. $A F N\left(Q_{1}, Q_{2}\right)$ can be computed in $O\left(\log ^{1+1 / h} s / \log d\right)$ time using $O\left(t / \log ^{1 / h} s\right)$ processors for any integer $h \geq$ 1.

Proof: When $h=1$, algorithm $\operatorname{ImprovAFN}\left(Q_{1}, Q_{2}, h\right)$ finds $A F N\left(Q_{1}: Q_{2}\right)$ by Lemma 2 in $O(d \log s / \log d)$ $=O\left(\log ^{2} s / \log d\right)$ time using $O(t / d)=O(t / \log s)$ processors. In general, assume that algorithm ImprovAFN $\left(Q_{1}, Q_{2}, h\right)$ find $A F N\left(Q_{1}, Q_{2}\right)$ in $O\left(\log ^{1+1 / h} s / \log d\right)$ time using $O\left(t / \log ^{1 / h} s\right)$ processors for $h \geq 1$. By using Lemma 3, it finds $A F N\left(Q_{1}: \bar{Q}_{2}\right)$ in $O\left(\log ^{1+1 /(h+1)} s / \log d\right)$ time using $O\left(t / \log ^{1 /(h+1)} s\right)$ processors. Therefore, it finds $A F N\left(Q_{1}: Q_{2}\right)$ in $O\left(\log ^{1+\epsilon} s / \log d\right)$ time using $O\left(t / \log ^{\epsilon} s\right)$ processors.

For any given $0<\epsilon \leq 1$, let $h=\lceil 1 / \epsilon\rceil$. By recalling that $d=\log t$ and $P$ has $n$ vertices, algorithm ImprovAFN $(P, P, h)$ finds $A F N(P: P)$ in
$O\left(\log ^{1+\epsilon} n / \log \log n\right)$ time using $O\left(n / \log ^{\epsilon} n\right)$ processors for any $\epsilon \geq 0$.

Let $A$ be a matrix having $n$ rows and $m$ columns with real entries, let $A_{i}$ and $A^{j}$ denote the $i$ th row and the $j$ th column of $A$, respectively, and let $j(i)$ be the smallest column index $j$ such that $A(i, j)$ equals the maximum value in $A_{i} . \quad A$ is said to be monotone if $j\left(i_{1}\right) \leq j\left(i_{2}\right)$ for all $1 \leq i_{1} \leq i_{2} \leq n$. $A$ is totally monotone if every submatrix of $A$ is monotone. It is easy to prove that the algorithm of computing $A F N(P: P)$ can be used for solving the row maxima problem of totally monotone matrix [1]. Therefore, the row maxima problem of totally monotone matrix can be solved in $O\left(\log ^{1+\epsilon} n / \log \log n\right)$ time using $O\left(n / \log ^{\epsilon} n\right)$ processors for any $\epsilon \geq 0$.

## 6. Conclusions

We introduced a new technique called Multi-level divide-and-conquer (MDC). The MDC is the same as the ordinary DC except that one division step is replaced by more than one hierarchically organized division step. We investigated the paradigm of MDC and showed that it was an excellent method for designing parallel algorithms. We also showed that by adjusting the parameters and adding some other auxiliary approaches such as pruning technique, the MDC could become much more efficient. To discuss the structures and the mechanisms of the MDC, we used the algorithms of the following problems: the convex hull problem of discs, the upper envelope problem of segments, the farthest neighbors problem of convex polygons, and the row maxima problem of totally monotone matrices. The last two algorithms are first presented. We showed that by using the MDC the results of the above problem could be improved significantly. Our discuss is based on the EREW PRAM, but the conclusions can be applied to any parallel computation models.
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