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SUMMARY In this paper, we propose a turbo equalization
scheme for GMSK signals with frequency detection. Although
the channel is AWGN, there exists severe ISI (Inter-Symbol In-
terference) in the received signal due to the premodulation Gaus-
sian baseband filter in the transmitter as well as the narrowband
IF filter in the receiver. We regard these two filters as a real
number inner convolutional encoder. The ISI equalizer for this
inner encoder and the outer decoder for a RSC (Recursive Sys-
tematic Convolutional) code, are connected through a random
(de-)interleaver. These inner and outer decoders generate the
reliability values in terms of LLR (Log Likelihood Ratio), using
MAP or SOVA algorithm with SISO (soft input and soft output).
Moreover iterative decoding with the limitation of LLR values are
employed between two decoders to achieve a turbo equalization
for GMSK frequency detection. Through computer simulations,
the proposed system shows the BER = 10−5 at Eb/N0 = 8.8 dB,
when we take BT = 0.6 (IF filter bandwidth multiplied by sym-
bol duration) with the iteration number of 3. This means 3.1 dB
improvement compared with the conventional scheme where the
inner ISI equalizer is concatenated with the outer hard decision
Viterbi decoder.
key words: GMSK, ISI, limiter-discriminator detection, itera-

tive equalization

1. Introduction

Noncoherent L/D (Limiter/Discriminator) detection of
digital FM is quite simple to implement and is robust
[1]–[6]. The channel, however, is a severe ISI chan-
nel due to the baseband premodulation filtering in the
transmitter as well as the narrowband IF filtering in
the receiver. To compensate for these ISI’s and mini-
mize the bit error rate (BER) at the receiver side, de-
cision feedback equalizer (DFE) [7], [8]; or maximum
likelihood sequence estimation (MLSE) [1]–[3] (Viterbi
Equalizer) has been employed. The SE scheme using
the Viterbi algorithm (VA) can be applied successfully,
although the VA does not imply maximum likelihood
in the strict sense, because the overall channel inter-
ference is not purely an additive white Gaussian noise
(AWGN). In [2], [3] one of the authors reported a large
BER improvement obtained by SE with multiple states
trellis for digital FM signals such as GMSK and CPFSK
in the case of very narrowband IF filtering with the
time-bandwidth products in the range of BT = 0.5–
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0.8. In [9] he also investigated the SOVA decoding
[10] for the channel ISI, concatenated with outer two-
dimensional parity check codes.

On the other hand, the turbo equalization schemes
for BPSK signals were proposed in [11], [12]. In those
schemes, the trellis based on outer encoder and the one
based on inner ISI encoder derived from the channel
tap coefficients of discrete time multipath channel, are
found. They are iteratively decoded using two SISO de-
coders connected through a random (de-)interleaver. It
is reported that the BER characteristic obtained is close
to the one of no ISI channel. Furthermore turbo equal-
izers for GMSK signals have been proposed in [13]–[15],
but they never use a noncoherent L/D detector, which
is simple and robust.

In this paper we have tried to realize a turbo equal-
ization scheme for GMSK signals with noncoherent
L/D detection. The channel is AWGN channel, how-
ever as stated above, there exists severe ISI in the re-
ceived signal. We have employed the inner ISI equalizer
and the outer RSC decoder, both using MAP (BCJR)
[16] (actually Max-Log-MAP) or bidirectional SOVA
[17] with SISO. By serially concatenating the inner ISI
equalizer with the outer RSC decoder through the feed-
back of extrinsic LLR, the turbo equalization has been
achieved. Also, the existence of click noise at the out-
put of L/D makes the MAP or SOVA decoding less
efficient. It becomes a serious problem in the case of
iterative decoding. We have adopted threshold devices
between two decoders to avoid overestimating output
LLR values and solved this problem.

2. Channel Model

Figure 1 and Fig. 2 show the block diagrams of trans-
mitter and receiver respectively. First, the data bits are
encoded by the outer RSC encoder and interleaved by
a random interleaver. Then, the NRZ pulses are Gaus-
sian baseband-filtered, FM modulated and transmitted
to the channel. The channel is a static AWGN channel.
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Fig. 1 Transmitter model for coded GMSK.
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Fig. 2 Received model for coded GMSK.

At the receiver side, a very narrow-band Gaussian IF
filter such as BT = 0.5–0.8 is introduced. The L/D
is used to give an estimate of the signal instantaneous
frequency and the output of I&D filter is the detection
variable. The output of the Limiter is expressed as

y(t) = cos[ω0(t) + φ(t) + η(t)] (1)

where ω0 is the center IF angular frequency, φ(t) is
the IF filtered signal phase and η(t) is the phase noise
expressed as

η(t) = tan−1[ξ(t)/{
√
2ρ(t) + ζ(t)}] (2)

where ξ(t) and ζ(t) are independent Gaussian processes
with zero means and ρ(t) is the time varying signal-to-
noise ratio defined in [4] and the probability density
function of the phase noise in [4] is given as

p(η) =
∫ ∞

0

x

π
exp[−(x2 + ρ(t)− 2x

√
ρ(t) cos η)] dx

|η| ≤ π. (3)

The output from the I&D filter is given by

∆Φ = φ(T )−φ(0)+η(T )−η(0)
= φ(T )−φ(0)+[η(T )−η(0)]

·mod(2π)+2πN(0, T ) (4)

where N(0, T ) denotes the number of clicks in the in-
terval (0, T ) [4]. The ISI equalizer using MAP or SOVA
algorithm compensates for the ISI caused by both the
Gaussian premodulation baseband filter (inner encoder
1) and the very narrow-band IF filter (inner encoder
2). Here we regard the concatenation of these two fil-
ters as a real number convolutional encoder (inner ISI
encoder). Any type of IF filter can be used, but we
have considered here a Gaussian IF filter given as

H(f) = exp
{
−a (f/fc)

2
}

(5)

where fc = B/2 and a = ln 2/2 respectively and B is
the 3 dB bandwidth. The received signal point spread
due to the ISI in the absence of noise, are illustrated
in Fig. 3. From Fig. 3 we observe the received signal
points are concentrated on 18 symmetrical points (S0–
S17). This follows for the narrow-band Gaussian IF fil-
ter since the neighbouring two symbols on each side of

R0          R1             R2

S0S1S2 S3S4S5 S6S7S8 S9S10S11 S15S16S17

R3           R4            R5

S12S13S14

-1 -0.5 0 0.5 1

Fig. 3 Received signal point spread due to the ISI introduced
by premodulation baseband filter and narrowband IF filter.
(BbT = 0.25, BT = 0.8)

Uk−1Uk

−1 − 1
−1 + 1
+1 − 1
+1 + 1

UkUk+1

−1 − 1
−1 + 1
+1 − 1
+1 + 1

R0

R1 R2
R3R4

R5

R4

R1
Data bit 1 (−1)

Data bit 0 (+1)

Fig. 4 Trellis representing the ISI rule of channel response.

the detected symbol affect the detected symbol. Con-
sequently, we need consider 5-bit pattern, but the total
25 = 32 received signal points degenerate into 18 dif-
ferent points due to the symmetry of channel impulse
response. Moreover, these 18 points can be approxi-
mated as 6 points from R0 to R5 in Fig. 3, where the
ISI is approximated using the 3-bit pattern. We will
follow the 3-bit pattern approximation from now on.
The ISI rule is depicted as the 4 states trellis diagram
in Fig. 4. The state variables (Uk−1UkUk+1) in Fig. 4
mean the past, present and future bits fed to the IF
filter. For example, the signal points of R0 and R2 are
produced from the bite patterns of ‘111’ (−1−1−1) and
‘010’ (+1−1+1) respectively. By using MAP or SOVA
algorithm to decode this trellis, we can compensate for
the channel ISI and improve the BER. Also by feed-
ing the extrinsic information extracted from the inner
ISI decoder to the subsequent outer RSC decoder with
SISO, the serial turbo decoding with iterative feedback
becomes possible.

3. Iterative Equalization

A SISO [18] is shown in Fig. 5 and the iterative equal-
ization is illustrated in Fig. 6. The output sequence y
from the I&D filter is fed to the ISI equalizer where
y has the length of a trellis with termination. Using
the MAP or SOVA decoding scheme, the ISI equalizer
generates the LLR LE(xk) defined using a posteriori
probability (APP) P (xk|y) for the systematic coded
bit of the RSC code

LE(xk) = LE(xk|y) = ln
P (xk = +1|y)
P (xk = −1|y) . (6)

After de-interleaving, the outer RSC decoder generates
the LLR LD(uk) on the information bit and the LLR
LD(x′k) on the systematic coded bit, also by using the
MAP or SOVA decoding. The decoder output LD(x′k)
consists of the extrinsic information and the intrinsic
information. The extrinsic information LD

e (x′k) is cal-
culated by subtracting the input LLR LD

p (x′k) from the
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Fig. 5 SISO decoder.
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Fig. 6 Block diagram for iterative equalization.

output LLR LD(x′k)

LD
e (x′k) = LD(x′k)− LD

p (x′k). (7)

The extrinsic information LD
e (x′k) is interleaved and fed

back to the ISI equalizer as the priori value and the
decoding process is again repeated. This is the first
iteration. By utilizing this priori value as the probabil-
ity weight to each symbol to be decoded, more precise
symbol estimation becomes possible. Repeating this it-
erative operation further improves the BER. Here it is
important to say that only the feedback of the quan-
tity corresponding to LD

e (x′k) in L
D(x′k) is needed in or-

der to decrease the correlation between the priori value
LE

p (xk) to the equalizer and the output LLR LE(xk)
from the equalizer. For the same reason, the input to
the decoder is obtained by subtracting LE

p (xk) from the
output LE(xk) from the ISI equalizer. After several it-
eration, the hard decision on each information bit is
made based on the sign of LLR LD(uk).

4. On the MAP and SOVA Algorithms Used
in ISI Equalizer and RSC Decoder

The symbol-by-symbol MAP algorithm [16] has been
used both for the ISI equalizer and the RSC decoder.
On the BER, the MAP algorithm is the optimum de-
coding algorithm, which gives APP P (uk|y) given the
received sequence y. The output LLR L(ûk) for the
kth information bit is expressed as

L(ûk) = ln
P (uk = +1|y)
P (uk = −1|y) = ln

∑
(s′,s)

uk=+1

P (s′, s,y)

∑
(s′,s)

uk=−1

P (s′, s,y)

(8)

where s and s′ are the states of the trellis at time k
and k− 1 respectively, and P (s′, s,y) is the joint prob-
ability between the transition from s′ to s and y. The
joint probability P (s′, s,y) is given by the product of

independent probabilities as

P (s′, s,y) = P (s′, yk−1
1 ) · P (s, yk|s′) · P (yK

k |s)
= αk−1(s′) · γk(s′, s) · βk(s) (9)

where αk(s), βk(s) are recursively evaluated as

αk(s) =
∑
s′

γk(s′, s) · αk−1(s′) (10)

βk−1(s) =
∑

s

γk(s′, s) · βk(s). (11)

Concerning the branch in the trellis where the transi-
tion exists, the transition probability γk(s′, s) for the
branch can be expanded as

γk(s′, s) = P (yk|s′, s) · P (uk) (12)

where P (uk) and P (yk|s′, s) denote the priori probabil-
ity and the transition probability respectively. The dif-
ference in calculating the metric between the ISI equal-
izer and the RSC decoder only exists in the transition
probability γk of the branch. When defining the signal
point value as xξ assigned to the transition branch in
the MAP equalizer, we can get

γξ(s′, s) = γ∗ξ (s
′, s) · exp

(
1
2
· xξ · L(xξ)

)
(13)

γ∗ξ (s
′, s) = exp

(
− 1
2σ2

· |yξ − xξ|2
)

(14)

where σ2 means the noise power of AWGN channel and
xξ corresponds to each one of R0–R5 in Fig. 3. Likewise
for the RSC decoder it holds

γk(s′, s)

= exp

(
N∑

ν=1

(
1
2
·L(x̃k; ν)·xk;ν

)
+
1
2
·uk ·L(uk)

)

(15)

where N is the integer number of denominator of the
coding rate, here N = 2, and L(x̃k;ν) is the input LLR
given by

L(x̃k;ν) = L(xk;ν |yk;ν) = ln
P (xk;ν = +1|yk;ν)
P (xk;ν = −1|yk;ν)

(16)

where yk;ν and xk;ν mean the received signal value and
coded signal value respectively. Log-MAP or Max-Log-
MAP algorithm is easily obtained from above results.

On the other hand, the SOVA is modified to de-
liver the reliability value for each bit, based on VA [10].
The decoder selects the path u with the minimum path
metric µK,min as the ML path in the same way as VA.
The probability of selecting this path is proportional to

P (u|y) ∼ e−µK,min . (17)
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Let us denote by µk,c the minimum path metric of the
paths with the complementary symbol to the ML sym-
bol at time k. If the ML symbol at time k is +1, then its
complementary symbol is −1. Therefore we can write

P (uk=+1|y)∼e−µK,min , P (uk=−1|y)∼e−µK,c .
(18)

Then we can rewrite Eq.(8) using SOVA as

ln
P (uk = +1|y)
P (uk = −1|y) = ln

e−µK,min

e−µK,c
= µK,c − µK,min.

(19)

The expression for the path metric of the SOVA was
derived by maximizing the joint probability, P (u,y)

P (u,y) = P (u) · P (y|u)

= P (u) ·
K∏

k=1

N∏
ν=1

1√
2πσ

· exp
(
− (yk,ν − xk,ν)2

2σ2

)
(20)

or its logarithm

lnP (u,y) =
K∑

k=1

lnP (uk)−
NK

2
ln(2π)

−NK lnσ −
K∑

k=1

N∑
ν=1

(yk,ν − xk,ν)2

2σ2
.

(21)

Maximizing lnP (u,y) is equivalent to maximizing

K∑
k=1

lnP (uk)−
K∑

k=1

N∑
ν=1

(yk,ν − xk,ν)2 (22)

where we do not need to know the actual value of σ2 as
for the maximization of (22) [17]. Consequently, we can
define the branch metric and the path metric, assigned
to a trellis branch at time k, as

γuk

k =
N∑

ν=1

(yk,ν − xk,ν)2 − lnP (uk) (23)

µs
k = µs

k−1 + γuk

k . (24)

As the decision is made on a finite length block, the
SOVA can be implemented as a bidirectional recursive
method with forward and backward recursions [17].

5. Limitation on LLR Value

In the output of L/D, there contain some click noises,
especially in the lower Eb/N0 region, which is peculiar
to frequency detection. This is a cause of degrading
BER performance. The output from L/D is expressed
as

V (t) =
d

dt
[φ(t) + η(t)]. (25)

However using the linearization of FM demodulation
[3] etc., we can rewrite Eq.(25) as

V (t) =
d

dt

[
φ(t) + ξ(t) ·

√
N0

∫ ∞

−∞
|H(f)|2df

]

(26)

where N0 is the one-sided power spectral density of
AWGN. V (t) contains no click noise in (26). This
approximation becomes more valid in the high SNR
region. Through computer simulations, we have con-
firmed when there is click noise in the received signal,
the output LLR of SISO decoder is overrated and the
decoding process cannot function effectively. In this pa-
per, we apply the threshold devices those have certain
values, to impose limits on the output LLR values, as
shown in Fig. 7.

6. Computer Simulation Results

The simulations are carried out under the following con-
ditions. The transmitted information bits are random
and the length of information bits is 512. The outer
RSC encoder is shown in Fig. 8, with the rate R = 1/2
and the memory M = 2. In order to terminate the
trellis, the frame length is selected as 1028 bits. The
interleaver applied is a random interleaver. The band-
width of Gaussian premodulation baseband filter is se-
lected as BbT = 0.25 and that of IF filter is selected as
BT = 0.6–1.0. The channel is a static AWGN channel.
On the other hand we show the “conventional scheme”
in Fig. 9, which means the concatenation of the inner
ISI-MAP equalizer and the outer hard decision Viterbi

ISI
Equalizer

LE(x)

LE
e (x)

Deinterleaver

Interleaver
LE

p (x) LD
e (x′)

RSC
DecoderLD

p (x′)

LD(x′)

LD(u)y

−

+

−

+

Fig. 7 Block diagram for iterative equalization with the
limitation of LLR values.

D D

Fig. 8 RSC encoder. (R = 1/2, M = 2)
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band IF filter
Limiter/

Discriminator
I&D
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RSC
Decoder

Deinterleaver
ISI
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Data
0,1

Fig. 9 Conventional receiver model.
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Fig. 10 BER characteristics of GMSK signals using L/D and
I&D detection with conventional schemes.
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Fig. 11 BER characteristics of turbo equalization scheme for
GMSK signals with L/D and I&D detection using Max-Log-MAP
algorithm without LLR limitation.

decoder.
Figure 10 shows the BER characteristics of GMSK

signals using L/D and I&D detection. The solid line
means the conventional scheme, and the broken line
means the scheme only using the ISI-MAP equalizer,
which means that only the channel ISI is equalized
by a MAP equalizer and no outer RSC code is used.
Comparing two schemes, coded gain works negatively
in lower Eb/N0 region, but it attains the BER = 10−5

at Eb/N0 = 11.9 dB when BT = 0.6, meaning 0.9 dB
coding gain available due to the outer RSC code.

Figures 11–16 show the BER characteristics of it-
erative decoding of GMSK signals using L/D and I&D
detection. Figures 11, 12 show the BER characteris-
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10-3
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10-1

100

Fig. 12 BER characteristics of turbo equalization scheme for
GMSK signals with L/D and I&D detection using SOVA algo-
rithm without LLR limitation.
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Fig. 13 BER characteristics of turbo equalization scheme for
GMSK signals with L/D and I&D detection using Max-Log-MAP
algorithm with LLR limitation.

tics with no threshold device (Fig. 6) and Figs. 13, 14
show the BER characteristics when we put the thresh-
old devices between two decoders (Fig. 7). Figures 15,
16 show the BER characteristics under the linearization
model.

From Fig. 11, we notice that the scheme attains the
BER = 10−5 at Eb/N0 = 10.4 dB, when BT = 0.6 with
3 iteration. But the effect of iteration number is small
and almost 1 iteration is sufficient for the convergence.
Besides, from Fig. 12, we see the SOVA algorithm works
worse than the Max-Log-MAP algorithm when there is
no LLR limitation.

Figures 13, 14 show the BER characteristics when
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Fig. 14 BER characteristics of turbo equalization scheme for
GMSK signals with L/D and I&D detection using SOVA algo-
rithm with LLR limitation.

B
E

R

Eb/N0[dB]

 #0
 #1
 #3
 #5

 BT=0.6
 BT=0.8
 BT=1.0

0 2 4 6 8 10 12 14
10-6

10-5

10-4

10-3

10-2

10-1

100

Fig. 15 BER characteristics of turbo equalization scheme for
GMSK signals with L/D and I&D detection under linearization
model using Max-Log-MAP algorithm.

we put the threshold devices between the two decoders.
The threshold value is chosen in consequence of some
computer simulations, i.e, |LE

e |, |LD
e | ≤ 3 for Max-Log-

MAP decoding and |LE
e |, |LD

e | ≤ 1 for SOVA decoding
respectively. In this case the BER is improved effec-
tively compared with the case of no threshold device
(Figs. 11, 12) with the iteration number of about 3.

Figures 15, 16 show the BER characteristics under
the linearization model, and these are actually impos-
sible to be realized. But by observing Figs. 15, 16, it is
obvious that increasing the iteration number to about
5 improves the BER further compared with the real
schemes of Figs. 13, 14. Thus for the pure Gaussian
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10-3

10-2

10-1

100

Fig. 16 BER characteristics of Turbo equalization scheme for
GMSK signals with L/D and I&D detection under linearization
model using SOVA algorithm.

noise condition in Figs. 15, 16 in the absence of click
noise, we can achieve better BER performance with no
limitation on LLR. Accordingly, we might say the need
of limitation on LLR comes from the presence of click
noise.

Finally, the proposed scheme (Max-Log-MAP or
SOVA) shows the BER = 10−5 at Eb/N0 = 8.8 dB,
when BT = 0.6 with 3 iteration (Figs. 13, 14). That
is, by introducing the threshold devices, the proposed
scheme gains additional 1.6 dB at BER = 10−5, and
it means 3.1 dB better than the conventional system
(Fig. 10).

7. Conclusions

In this paper, we have proposed a novel turbo equaliza-
tion scheme for GMSK signals with noncoherent Lim-
iter/Discriminator detection. The outer RSC encoder
is serially concatenated with the inner ISI encoder for
GMSK channel. At the receiver side, the channel ISI
is decoded by the inner equalizer using Max-Log-MAP
or SOVA algorithm. The iterative decoding has been
done between the inner ISI decoder and the outer RSC
decoder both using Max-Log-MAP or SOVA algorithm
with SISO. Besides, to avoid overrating the output LLR
value from SISO decoder, we put the threshold devices
between two decoders. As a conclusion we can say the
proposed turbo equalizer improves the BER by 3.1 dB
at the BER = 10−5 for the rate R = 1/2 RSC code
with the memory M = 2, compared with the conven-
tional hard decision Viterbi decoder concatenated with
the ISI equalizer.

We have only considered here an AWGN channel,
however the proposed scheme is basically applicable to
flat Rayleigh or Rice fading channel as well as frequency
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selective channels. For flat channels, the BER will vary
according to the Eb/N0 variation. But for frequency se-
lective channels the received signal points described in
Sect. 2 will be changed in accordance with each channel
delay profile and the trellis diagram has to be changed
too, hence the channel estimation using pilot symbols
etc. will be needed. These are future studies.
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