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PAPER
Media Synchronization Quality of Reactive Control Schemes∗∗

Yutaka ISHIBASHI†a), Regular Member, Shuji TASAKA†, Fellow, and Hiroki OGAWA††∗, Nonmember

SUMMARY This paper assesses the media synchronization quality of
recovery control schemes from asynchrony, which are referred to as reac-
tive control schemes here, in terms of objective and subjective measures.
We deal with four reactive control techniques: skipping, discarding, short-
ening and extension of output duration, and virtual-time contraction and
expansion. We have carried out subjective and objective assessment of the
media synchronization quality of nine schemes which consist of combi-
nations of the four techniques. The paper makes a comparison of media
synchronization quality among the schemes. It also clarifies the relations
between the two kinds of quality measures.
key words: media synchronization, reactive control, quality comparison,
objective assessment, subjective assessment

1. Introduction

Media synchronization control is one of key techniques for
realizing distributed multimedia applications such as multi-
media conferencing and distance learningover theInternet.
The control is necessary for preserving the timing relation
betweenmedia units (MUs) such as video frames in a sin-
gle stream and the temporal relation among multiple media
streams by compensating for network delay jitter [1], [2].
The former is referred to asintra-stream synchronization
control, and the latter is calledinter-stream synchroniza-
tion control. Lip synchronization is a typical example of
inter-stream synchronization, and it means synchronization
between spoken voice and the movement of the speaker’s
lips (i.e., video). For high quality of lip synchronization, we
need both types of synchronization control.

A number of media synchronization algorithms have
been proposed to meet diverse requirements [3]–[11]. How-
ever, the relationships (especially, the quantitative relations)
among the algorithms are not sufficiently clear. One of the
reasons is that the situations and backgrounds in which al-
gorithms have been proposed are different from each other.
Thus, it is difficult to make a performance comparison
among the algorithms on the same conditions. Also, there
is no widely-used performance measure for media synchro-
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nization algorithms.
In order to clarify the relationships, the authors made a

survey of media synchronization algorithms [12]∗∗∗. Then,
they grouped media synchronization control techniques
used in the algorithms into four categories:basic control,
preventive control, reactive control, and common control.
The basic control techniques are needed in almost all the
algorithms, and they are indispensable to preserve the tem-
poral relationships among media streams. The preventive
control techniques are required to try to avoid asynchrony
(i.e., out of synchronization). Thus, the techniques are used
before asynchrony occurs. The reactive control techniques
are employed to recover from asynchrony after it has oc-
curred. The common control techniques can be used as both
preventive and reactive control ones. In each category, the
techniques are further classified into two groups by loca-
tions at which they are employed (namely, media sources
or destinations). In [12], however, there is no quantitative
discussion.

This paper assesses the media synchronization qual-
ity of reactive control schemes employed at destinations in
terms of subjective and objective measures. The main pur-
pose of this paper is to establish an assessment method of
media synchronization quality of reactive control schemes.
Therefore, we focus mainly on the assessment method here.
We consider reactive control schemes which are employed
in a number of algorithms. We pick up the following four
techniques from the reactive control techniques used at des-
tinations: skipping, discarding, shortening and extension
of output duration, and virtual-time contraction and ex-
pansion [12]. We have carried out subjective and objec-
tive assessment of the lip synchronization quality of nine
schemes which consist of combinations of the four tech-
niques. The paper makes a comparison of the quality among
the schemes. It also investigates the relations between the
two kinds of quality measures in order to clarify what kinds
of objective measures are more important than the others as
in [13] and [14].

∗∗∗Note that as described in [12], we take a step-by-step ap-
proach in order to clarify the relationships among the algorithms.
We first made a survey of the algorithms. Next, we picked up
all the synchronization control techniques employed in the algo-
rithms and classified the techniques into several categories. Then,
we evaluate the effect of each technique on the quality on the same
conditions; we are currently at this stage. Finally, we can make a
quantitative comparison of the quality of various combinations of
the techniques; at this time, we plan to treat the algorithms directly.
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The rest of this paper is organized as follows. In
Sects. 2 and 3, we describe the reactive control techniques
and the nine schemes, respectively. We also explain the
method of subjective assessment and that of objective as-
sessment in Sect. 4. Furthermore, assessment results are pre-
sented in Sect. 5. Section 6 concludes the paper.

2. Reactive Control Techniques

Here we suppose that voice and video streams input at a
source are transferred to a destination via a network like the
Internet.

In [12], the reactive control techniques used at the des-
tination are grouped into the following four types.

(1) Skipping (discarding) and pausing (repeating)†

When the output timing of the current MU is late, the
destination skips the succeeding MUs if the MUs ar-
rives earlier [4], [5], [7]–[10], [15]–[19]. We can also
discard late MUs [11], [20]; however, discarding late
MUs may lead to poor average MU rate, which is de-
fined as the average number of MUs output per second
at the destination.
For MPEG video, the condition of picture skipping is
changed depending on the picture type [19], [21], [22].
When the buffer starvation occurs, the destination
pauses output of MUs. This means that for video the
destination continues outputting the previous MU until
the next MU becomes available. It is also possible to
output other data at this time.

(2) Shortening and extension of output duration
In order to recover from asynchrony gradually with-
out serious degradation of the output quality (that is,
so as not to be noticed by users), the destination short-
ens or extends the output duration of each MU until
the recovery from asynchrony [7]–[9], [17], [23], [24].
Shortening of the output duration of MUs includes fast-
forwarding (without skipping) of MUs, and extension
leads to pausing output of MUs.

(3) Virtual-time contraction and expansion
In addition to the actual time, we introduce a virtual-
time which expands or contracts according to the
amount of delay jitter of MUs received at the desti-
nation, and media are rendered along the virtual-time
axis. In [8] and [9], the virtual-time contraction and
expansion are realized in a form of modification of the
target output time, which is the time when the destina-
tion should output an MU††. In [25], theslide control
scheme, which changes the amount of the modifica-
tion of the target output time according to the extent
of asynchrony, is proposed and applied to PHS (Per-
sonal Handy Phone System) [26]. In [4], the Logi-
cal Time System (LTS) corresponds to the virtual-time.
Only virtual-time expansion is performed by stopping
the LTS temporarily. Virtual-time expansion is also
exploited in [27] and [28]. The set-back and advance
operations of the PlayOut Clock in [10] correspond to

virtual-time expansion and contraction, respectively.
This technique differs from shortening and extension
of output duration in that the former indirectly changes
the output timing by modifying the virtual-time (equiv-
alently, resetting the origin of the time axis), while the
latter directly does (that is, the origin of the time axis
is kept the same).

(4) Master-slave switching
For inter-stream synchronization control, the roles of
the master and slave streams††† can be changed dy-
namically [7], [10]. When the amount of asynchrony
for a slave stream becomes large, the destination
switches the stream from slave to master and performs
the appropriate adaptation.

We focus on the skipping, discarding, shortening and
extension of output duration, which is here called theSE
control for short, and virtual-time contraction and expan-
sion (referred to as theVT control) in this paper. We also
employ the pausing control together with each of the four
types of control. This is because pausing occurs if there is
no MU to be output at the destination. We assume in this
paper that when pausing occurs, the destination continues
outputting the previous MU for video until the next MU be-
comes available, and pausing for voice leads to a silence.

As described earlier, we handle lip synchronization in
this paper, where the voice stream is selected as the master
(denoted by stream 1), and the video stream as the slave
(stream 2) [4], [8]. This is the reason why we do not deal
with the master-slave switching control here.

As common control techniques which can be used for
reactive control at the destination, we have the following
two.

(5) Adjustment of output rate
The clock frequency of output device (i.e., hardware
output rate) is adjusted according to the synchroniza-
tion quality [4]. In [7], [18], and [29], the destination
adjusts the output rate depending on the length of the
queue waiting for output††††.

(6) Interpolation of data
We can interpolate data so as to adjust the effective out-
put rate [4].

†In [12], these techniques are referred to as reactive skipping
(discarding) and reactive pausing (repeating) so that we can dis-
tinguish the techniques from preventive skipping (discarding) and
preventive pausing (repeating), respectively.

††If there were no network delay jitter, it would be the arrival
time of the MU, which is equal to its departure time at the source
plus the network propagation delay. In reality, however, the jitter
exists. Therefore, the target output time is modified in order to
adapt to the delay variation.

†††We can categorize the streams into a master stream and slave
streams, which are synchronized with the master stream. Gener-
ally, a media stream which is most sensitive to intra-stream syn-
chronization error is selected as the master, and the others as slaves.
††††In [18], Yuang et al. employ the intelligent video smoother

(IVS) [30], which is a neural network traffic predictor, for intra-
stream synchronization of video.
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However, we do not treat these two in this paper since they
need special hardware or software implementation.

It is possible to employ two or more reactive control
techniques together for each stream. We can also use a re-
active control technique for the voice and another one for
the video. Furthermore, the reactive control techniques can
be utilized for inter-stream synchronization as well as intra-
stream synchronization. In this paper, we assume that intra-
stream synchronization control is carried out over the master
stream [8], and that only inter-stream synchronization con-
trol is exertedover the slavestream for simplicity.

3. Reactive Control Schemes

This paper deals with the following nine reactive control
schemes, which are different from each other in reactive
control techniques used for the master and slave streams:

(1) thediscarding/discarding scheme (this notation repre-
sents a technique used for the master/that for the slave),

(2) theskipping/skipping scheme,
(3) theSE/SE scheme,
(4) theskipping+SE/skipping+SE scheme (‘+’ means that

multiple techniques are used together),
(5) theskipping+VT/skipping scheme,
(6) theSE+VT/SE scheme,
(7) theSE+VT/skipping scheme,
(8) theSE+VT/skipping+SE scheme, and
(9) theskipping+SE+VT/skipping+SE scheme.

As described later in this section (in Sect. 3.1 4)), the VT
control technique is used for the master stream together with
other techniques which determine the output time of each
MU since the VT control treats only a virtual-time axis.
We also handled the other combinations of the techniques.
However, we do not handle the combinations in this paper
since we confirmed that they each have almost the same re-
sults as some of the above schemes in our preliminary ob-
jective assessment.

As basic control techniques, each of the nine schemes
employs the following two:attachment of timestamps to
MUs andbuffering of MUs [12].

Media streams are categorized into live and stored me-
dia streams. In this paper, we assume that live media have
more severe constraints on the time intervals from genera-
tion time to output time than stored media. We here handle
only live media. For stored media case, the reader is referred
to [31].

In what follows, we explain how to determine the out-
put time of each MU under the intra-stream and inter-stream
synchronization control for live media. As the first step of
our research, we here adopt the determination methods for
simplicity.

3.1 Intra-Stream Synchronization Control

In the intra-stream synchronization control, the destination
calculates theideal target output time [32] of each MU,

• Case of m = 1

D
(1)
1 = A

(1)
1 + Jmax

IF D
(1)
1 − T

(1)
1 < ∆al

THEN x
(1)
1 = D

(1)
1

ELSE x
(1)
1 = T

(1)
1 + ∆al

• Case of m � 2

x
(1)
m = x

(1)
1 + T

(1)
m − T

(1)
1

Fig. 1 Calculation of the ideal target output time
for live media.

which is defined as the time at which the MU should be
output in the case of no network delay jitter. Then, the des-
tination determines the output time of the MU by using the
ideal target output time.

For the description of the schemes, we denote the ideal
target output time of them-th MU (m = 1, 2, · · ·) in
stream 1 (i.e., the master stream) byx

(1)
m . Also, let Jmax

represent an estimate of the maximum network delay jitter
(i.e., the buffering time of the first MU [8]). LetT (j)

m , A
(j)
m ,

andD
(j)
m denote the generation time (i.e., the timestamp),

arrival time, and output time, respectively, of them-th MU
in streamj (j = 1 or 2).

We show how to calculatex(1)
m for live media in Fig. 1

(see [31] for stored media). The output timeD
(1)
1 of the first

MU (m = 1) is set to the arrival timeA(1)
1 plusJmax. The

destination determinesx(1)
1 by usingD

(1)
1 and then calcu-

latesx(1)
m of them-th MU (m = 2, 3, · · ·).

For live media, the real-time property is very important.
Therefore, if the MU delayD(1)

1 − T
(1)
1 is larger than the

maximum allowable delay∆al [9], we setx(1)
1 = T

(1)
1 +

∆al
† as shown in Fig. 1. Otherwise, we setx

(1)
1 = D

(1)
1 .

1) Discarding and skipping control

Figures 2 and 3 illustrate how the output timeD
(j)
m of the

m-th MU (m � 2) in streamj is determined under the dis-
carding control and skipping control, respectively. Note that
we here explain the determination method of the output time
for streamj since the two kinds of technique are used in the
intra-stream and inter-stream synchronization control.

In Figs. 2 and 3, if them-th MU in streamj arrives
at the destination by its ideal target output timex

(j)
m , the

destination setsD(j)
m = x

(j)
m in the two types of control.

Otherwise, the discarding control discards them-th MU (see
Fig. 4). Under the skipping control, the destination skips the
m-th MU if the (m + 1)-st MU has already arrived and if
them-th MU has arrived more than a constant time late (see

†Globally synchronized clocks [1], [9] are assumed to be used
in this paper. Using Network Time Protocol (NTP) [33] over the
Internet, we can adjust the clock ticks to each other within a few
milliseconds. This resolution is high enough for lip synchroniza-
tion.
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IF A
(j)
m � x

(j)
m

THEN D
(j)
m = x

(j)
m

ELSE discard them-th MU

Fig. 2 Determination of the output time under
the discarding control.

IF A
(j)
m � x

(j)
m

THEN D
(j)
m = x

(j)
m

ELSE IF the (m + 1)-th MU has arrived AND
A

(j)
m � x

(j)
m + T

(j)
m+1 − T

(j)
m

THEN skip them-th MU

ELSE D
(j)
m = A

(j)
m

Fig. 3 Determination of the output time under
the skipping control.

Fig. 4 An example of the output timing of MUs under the discarding
control.

Fig. 5 An example of the output timing of MUs under the skipping
control.

Fig. 5). For simplicity, in this paper, we set the constant time
to the difference in timestamp between the (m + 1)-st and
m-th MUs (i.e.,T (j)

m+1 − T
(j)
m )† Otherwise, the destination

outputs them-th MU on receiving it.

2) SE control

We display the determination method of the output time of
the m-th MU in streamj under the SE control in Fig. 6.
If the m-th MU arrives neither byx(j)

m nor by D
(j)
m−1 +

T
(j)
m − T

(j)
m−1, the destination setsD(j)

m = A
(j)
m . Otherwise,

whenx
(j)
m � D

(j)
m−1 + T

(j)
m − T

(j)
m−1, the destination tries

to reduce the output duration between the (m − 1)-st and
m-th MUs by a constant timec in order to make the out-
put time approach the ideal target output time gradually (see
Fig. 7). However, decreasing the output duration byc may

IF A
(j)
m � max(x

(j)
m ,D(j)

m−1 + T
(j)
m − T

(j)
m−1)

THEN IF x
(j)
m � D

(j)
m−1 + T

(j)
m − T

(j)
m−1

THEN D
(j)
m = max(D

(j)
m−1 + T

(j)
m −

T
(j)
m−1 − c, x

(j)
m , A

(j)
m )

ELSE D
(j)
m = min(max(D

(j)
m−1 + T

(j)
m −

T
(j)
m−1 + c, A

(1)
m ), x

(j)
m )

ELSE D
(j)
m = A

(j)
m

Fig. 6 Determination of the output time under the SE
control.

Fig. 7 An example of the output timing of MUs under the SE control.

produce the output time earlier thanx
(j)
m or A

(j)
m . To avoid

this, the destination selects the latest time from amongx
(j)
m ,

A
(j)
m , andD

(j)
m−1 + T

(j)
m − T

(j)
m−1 − c, which is the time in-

stant obtained by reducing the output duration byc. When
x

(j)
m > D

(j)
m−1 + T

(j)
m − T

(j)
m−1, the destination extends the

output interval between the (m−1)-st andm-th MUs byc in
order to make the output time approachx

(j)
m

††. In this case,
it is also possible to try to output them-th MU earlier than
A

(j)
m or later thanx(j)

m . Therefore, the destination compares
D

(j)
m−1+T

(j)
m −T

(j)
m−1+c (that is, the time instant obtained by

increasing the output duration byc) with A
(j)
m , and chooses

the later time, which is also compared withx(j)
m . Then, it

selects the earlier asD(j)
m .

3) Skipping+SE control

In the skipping+SE control, if an MU arrives largely late
under the SE control, the destination tries to skip the MU.
We show the determination method ofD

(j)
m under the skip-

ping+SE control in Fig. 8. The method can be obtained by
replacing the bottom line in Fig. 6 with the third through
the bottom lines in Fig. 3. In these four lines, we employ
D

(j)
m−1 + T

(j)
m − T

(j)
m−1 instead ofx(j)

m .

4) VT control

The VT control technique is applied to only the master
†In [9], the time is set to 160 ms. As a result of the quality

assessment with this value, we obtained almost the same results as
those in this paper, where the value is set to 50 ms (see Table 1).

††This extension can occur under the inter-stream synchroniza-
tion control in Sect. 3.2.
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IF A
(j)
m � max(x

(j)
m ,D(j)

m−1 + T
(j)
m − T

(j)
m−1)

THEN IF x
(j)
m � D

(j)
m−1 + T

(j)
m − T

(j)
m−1

THEN D
(j)
m = max(D

(j)
m−1 + T

(j)
m −

T
(j)
m−1 − c, x

(j)
m , A

(j)
m )

ELSE D
(j)
m = min(max(D

(j)
m−1 + T

(j)
m −

T
(j)
m−1 + c, A

(1)
m ), x

(j)
m )

ELSE IF the (m + 1)-th MU has arrived AND
A

(j)
m � D

(j)
m−1 + T

(j)
m+1 − T

(j)
m−1

THEN skip them-th MU

ELSE D
(j)
m = A

(j)
m

Fig. 8 Determination of the output time under
the skipping+SE control.

stream (i.e., stream 1) [8], [9] differently from the other con-
trol techniques.

To describe the control, we define thetarget output time
t
(1)
m of them-th MU in stream 1 as the time at which the MU

should be output in the case where there exists network de-
lay jitter [8]. Let t(1)∗m and∆S

(1)
m denote themodified target

output time and theslide time (i.e., the amount of modifica-
tion) [32], respectively. Then,t(1)m andt

(1)∗
m are given by

t
(1)
1 = x

(1)
1 , (1)

t(1)m = x(1)
m +

m−1∑

i=1

∆S
(1)
i (m � 2), (2)

t(1)∗m = t(1)m + ∆S(1)
m (m � 1), (3)

where∆S
(1)
1 = 0.

We show the determination method ofD
(1)
m (m � 2)

under the VT control for live media in Fig. 9. In the fig-
ure, whenA

(1)
m � t

(1)
m , if t

(1)
m − T

(1)
m > ∆al or if each

MU arrives before its target output time during a period of
Tnolate until A

(1)
m , then the destination tries to advance the

target output time of each of the succeeding MUs by a con-
stant timer (see Fig. 10). However, this may make the tar-
get output time earlier than the ideal one. To avoid this,
we set∆S

(1)
m = −min(t(1)m − x

(1)
m , r). Otherwise, we set

∆S
(1)
m = 0. After setting∆S

(1)
m , the destination calculates

t
(1)∗
m . Then, it determinesD(1)

m by carrying out the skipping,
SE, or skipping+SE control witht(1)∗m instead ofx(1)

m .
WhenA

(1)
m > t

(1)
m , the destinationexerts the skipping,

SE, or skipping+SE control by usingt(1)m instead ofx(1)
m and

determinesD(1)
m . Then, if D(1)

m − t
(1)
m is larger thanT (1)

h2 ,
which is a threshold for the modification of the target output
time for stream 1 [8], we set∆S

(1)
m = D

(1)
m −t

(1)
m in order to

delay the output timing of the succeeding MUs (see Fig. 10).
This means the increase of the buffering time.

Thus, the VT control expands or contracts the virtual-
time by changing the origin of the time axis used to deter-
mine the output time of each MU. On the other hand, the SE

IF A
(1)
m � t

(1)
m

THEN IF t
(1)
m − T

(1)
m > ∆al OR each MU ar-

rives before its target output time during a period
of Tnolate

THEN ∆S
(1)
m = −min(t(1)m − x

(1)
m , r )

ELSE ∆S
(1)
m = 0

t
(1)∗
m = t

(1)
m + ∆S

(1)
m

carry out the skipping, SE, or skipping+SE

control by usingt
(1)∗
m instead ofx(1)

m , and de-

termineD
(1)
m

ELSE carry out the skipping, SE, or skipping+SE con-

trol by usingt
(1)
m instead ofx(1)

m , and determine

D
(1)
m

IF D
(1)
m − t

(1)
m > T

(1)
h2

THEN ∆S
(1)
m = D

(1)
m − t

(1)
m

ELSE ∆S
(1)
m = 0

Fig. 9 Determination of the output time under the VT
control for live media.

Fig. 10 An example of the output timing of MUs under the VT control.

control does not change the time origin.

3.2 Inter-Stream Synchronization Control

In this control, the output timing of the slave stream is deter-
mined according to that of the master one. Figure 11 shows
how to determine the output timeD(2)

m of them-th MU in
the slave (stream 2). We here assume that the master and
slave streams areloosely coupled [8]. In this case, on the
conditions that the latest output MU in stream 1 is then-th
one when them-th MU in stream 2 arrives at the destina-
tion, the output timeD(2)

m of the m-th MU in stream 2 is
calculated by using thederived output time [8], which de-
notes the output time of the corresponding master MU (the
n-th MU) plus the relative generation time of the slave MU
to the master MU (i.e.,D(1)

n + T
(2)
m − T

(1)
n ) (see Fig. 12).

In Fig. 11, for simplicity, we assume thatT
(2)
1 � T

(1)
1

for the first slave MU (m = 1). Thus, the destination
waits for the output of the first master MU if the MU has
not been output yet. Otherwise, the destination compares
D

(1)
1 + T

(2)
1 − T

(1)
1 andA

(2)
1 and then selects the later time

asD
(2)
1 . In the case ofm � 2, it determinesD(2)

m by us-

ing D
(1)
n +T

(2)
1 −T

(1)
n instead ofx(1)

m under the discarding,
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• Case of m = 1

IF the first master MU has not output yet

THEN wait for output of the first master

ELSE D
(2)
1 = max(D

(1)
1 + T

(2)
1 − T

(1)
1 , A

(2)
1 )

• Case of m � 2

carry out the skipping, discarding, SE, or skipping+SE by us-

ing D
(1)
n + T

(2)
m − T

(1)
n instead ofx(1)

m , and determineD(2)
m

Fig. 11 Determination of the output time under the
inter-stream synchronization control.

Fig. 12 An example of the output timing of MUs under the inter-stream
synchronization control.

skipping, SE, or skipping+SE control.

4. Methodology for Quality Assessment

In order to make a comparison of the lip synchronization
quality among the nine schemes, we have assessed the qual-
ity subjectively and objectively. We here describe the as-
sessment method.

4.1 Subjective Assessment

We employ computer simulation to perform the lip synchro-
nization control in this paper. The purpose of using com-
puter simulation is to get rid of the influence of the differ-
ence in implementation among the nine schemes on the lip
synchronization quality. By outputting the voice and video
streams actually (see Fig. 13) and Table 1† with the output
timing of MUs obtained in the simulation, we have carried
out subjective assessment of the quality.

We have used a workstation (Sun Ultra 2; Solaris 2.5.1)
for simulation and for output of the voice and video streams,
which are stored at the workstation together with time-
stamps. We use the stored voice and video streams even
for the assessment of the live media synchronization quality
in order to output the voice and video streams with the same
contents in each test sample††.

In the simulation, we generate a pseudo-network de-
lay which is normally distributed with a mean of 100 ms for
each MU [7]†††; the standard deviation is varied. When a
generated value is negative, we reset the value to zero††††.
Since the main purpose of this paper is to establish an as-
sessment method of media synchronization quality of reac-
tive control schemes as described in Sect. 1, for simplicity,
we employ this model for simulating network delays. In our

Fig. 13 A sample image of video.

Table 1 Specifications of voice and video.

item voice video

ITU-T
coding scheme JPEG

G.711µ-law
image size [pixels] - 320 × 240

average MU rate [MU/s] 20
average bit rate [kb/s] 64 1047

assessment method, we can easily employ a variety of mod-
els (including trace data obtained from the Internet or a net-
work simulator). To demonstrate this, we adopt the model as
an example in this paper. What kinds of models we should
employ is another important issue to be addressed, which is
outside the scope of this paper; this is for further study.

Also, as the generation time of each MU, we adopt the
timestamp of the MU in the simulation. We setT

(1)
h2 =

320 ms,c = r = 20 ms [9],Jmax = 100 ms,∆al = 400 ms,
andTnolate = 5 seconds. Furthermore, in order to avoid the
disturbance of output timing of the voice and video owing
to processing overhead at the workstation, we set the min-
imum output duration of each voice MU to 1 ms and that
of each video MU to 10 ms. The minimum output duration
denotes the minimum time from the moment the destination
has output an MU until the instant it becomes possible to
output the next MU. These values are set to be larger than
the maximum processing time of each MU, which was mea-
sured in a preliminary experiment.

For the subjective assessment, we enhance the single
†In this paper, as a distributed multimedia application, we sup-

pose a multimedia conferencing system which multiple users at-
tend. In the system, several images of users’ head views are dis-
played at each destination. Therefore, the display size is set to
320 × 240 pixels here.

††When we deal with live media, the interactivity as well as the
media synchronization quality is important. For simplicity, how-
ever, we focus only on the media synchronization quality in this
paper.

†††We also carried out the same assessment with the exponential
distribution. We obtained similar results to those in this paper.
††††We assume in this paper that the destination carries out MU

sequencing by using timestamps (or the sequence numbers). Since
a negative pseudo-network delay is reset to zero, an MU with the
pseudo-network delay of zero may arrive at the application layer
of the destination at the same time as the previous MU owing to
the MU sequencing (we here suppose that media synchronization
control is carried out in the application layer). Actually, we can
sometimes observe simultaneous arrival in real networks.



ISHIBASHI et al.: MEDIA SYNCHRONIZATION QUALITY OF REACTIVE CONTROL SCHEMES
3109

stimulus method in ITU-R BT.500-5 [34], which is a recom-
mendation for subjective assessment of television pictures,
as in [13] and [14]. From a small set of preliminary tests,
we deduced that the value of 25 seconds of a test sample
is sufficiently long for getting the opinions of assessors. In
each session, which lasts for approximately 40 minutes, an
assessor is presented with a series of test samples. The test
samples, which are made by various combinations of the
standard deviation of network delay and each scheme, were
presented in random order. The number of assessors is 16.
They are non-expert in the sense that they are not directly
concerned with voice and video quality as part of their nor-
mal work. Their ages are between 22 and 24.

At the beginning of each session, an explanation is
given to an assessor about the type of assessment and the
grading scale shown in Table 2. Assessors are shown exam-
ples. They are asked to base their judgments on the overall
impression given by each test sample, and to express the
judgments in terms of the wording used to define the sub-
jective scale (Table 2). Each assessor gives a score from 1
through 5 to each test sample. Then, we gather all the scores
and check their coherence by calculating the mean values
and the standard deviations according to the method in [34].
Thus, we express the subjective quality of the test samples
by mean opinion score (MOS) [34].

4.2 Objective Assessment

For the objective assessment, we have measured the perfor-
mance in each test of the subjective assessment in terms of
the following measures: theaverage MU rate, total pause
time, average MU delay, andmean square error of inter-
stream synchronization [9], [13], [14], [21], [22], [25], [26],
[32].

The average MU rate is defined as the average num-
ber of MUs output in a second at the destination. The to-
tal pause time denotes the sum of pausing intervals, and
the interval for them-th MU in streamj is calculated by
D

(j)
m −max(t(j)k+1, D

(j)
k +T

(j)
k+1 −T

(j)
k ) under the condition

that the last MU output before them-th one is thek-th; note
that if no skipping occurs, we havek = m− 1. The average
MU delay is the average time in seconds from the moment
an MU is generated until the instant the MU is output (the
MU delay of them-th MU in streamj is D

(j)
m − T

(j)
m ). The

mean square error of inter-stream synchronization is defined
as the average square of the difference between the output
time of each slave MU and its derived output time (i.e., the
output time of the corresponding master MU (say then-th

Table 2 Five-grade impairment scale.

grade impairment

5 imperceptible
4 perceptible, but not annoying
3 slightly annoying
2 annoying
1 very annoying

MU) D
(1)
n plus the relative generation time of the slave MU

(say them-th MU) to the masterT (2)
m − T

(1)
n as defined in

Sect. 3.2).

5. Assessment Results

We show the MOS values of the nine schemes for live media
as a function of the standard deviation of network delay† in
Fig. 14 (see [31] for the results in the case of stored media).
We also plot the average MU rates, the total pause times, and
the average MU delays for live voice and video in Figs. 15
through 20. Figure 21 illustrates the mean square error of
inter-stream synchronization for live media. In all the fig-
ures, we plot the 95% confidence intervals of quality mea-
sures. However, when the interval is smaller than the size
of the corresponding symbol representing the experimental
result, we do not show it in the figures. Also, in the figures
for voice, we do not depict the assessment results of the nine
schemes but those of seven control techniques employed for
voice. This is because the voice, which is the master, is not
affected by the difference in control over the slave (video).

5.1 Subjective Assessment

In Fig. 14, we see that the discarding/discarding scheme has
the smallest MOS value among the nine schemes when the
standard deviation of network delay is larger than around
50 ms. Also, the MOS values of the four schemes which ex-
ert the skipping control over voice deteriorate largely as the
standard deviation increases. This is because the output of
voice sometimes breaks owing to discarding or skipping of
voice MUs. Therefore, performing the discarding or skip-
ping control over voice is not preferable.

Furthermore, from the figure, we notice that the
SE+VT/SE scheme has the largest MOS value when
the standard deviation is greater than around 150 ms.
In this area, as the standard deviation becomes larger,

Fig. 14 MOS versus standard deviation of network delay for live media.

†When the standard deviation is 0 ms, there is no difference in
output timing among all the schemes. Therefore, all the schemes
have the same results in this case.
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the difference in MOS value between the SE/SE and
SE+VT/SE schemes increases. In addition, when the stan-
dard deviation is larger than approximately 100 ms, the
SE+VT/skipping+SE scheme tends to have larger MOS val-
ues than the SE+VT/skipping scheme. The SE/SE scheme
has the largest MOS value among the schemes without the
VT control.

5.2 Objective Assessment

In Figs. 15 and 16, we see that when the standard devia-
tion of network delay is larger than approximately 50 ms,
the discarding scheme has the smallest average MU rate.
This is because the scheme discards MUs which have ar-
rived late. Also, in the figures, as the standard deviation
becomes larger, the average MU rates of the four schemes
which carry out the skipping control over the voice decrease.
At the standard deviation of around 200 ms, each scheme
with the VT control has a larger average MU rate than the
corresponding scheme without the control. In Fig. 15, the
average MU rates of the schemes which performs the SE and
SE+VT control over the voice do not decrease even if the
standard deviation increases. This means that all the voice
MUs are output. From Fig. 16, we find that for the stan-
dard deviations larger than around 100 ms, the SE+VT/SE
and the SE+VT/skipping+SE schemes have the largest and

Fig. 15 Average MU rate of live voice.

Fig. 16 Average MU rate of live video.

the second largest average MU rates, respectively, among
the three schemes which exert the SE+VT controlover the
voice.

We notice in Figs. 17 and 18 that the discard-
ing/discarding scheme has the largest total pause time when
the standard deviation is larger than around 50 ms. In the
case where the SE+VT control isexerted over the voice, the
total pause time at the standard deviation of approximately
200 ms is smaller than that at around 150 ms. The reason is
that pausing longer than the thresholdT

(1)
h2 occurs more fre-

quently at the standard deviation of around 200 ms; then, the
virtual-time is largely expanded; this means that the buffer-
ing time is increased. Note that longer buffering time can
compensate for larger delay jitter.

Figures 19 and 20 reveal that the average MU delay of
the discarding/discarding scheme is constant independently
of the standard deviation. This is because the scheme does
not output MUs which have arrived late. In the figures, when
the standard deviation is larger than approximately 100 ms,
the schemes which performs the SE and SE+VT control
over the voice have larger average MU delays than the other
schemes. In the same range, each scheme with the VT con-
trol has larger average MU delays than the corresponding
scheme without the control.

From Fig. 21, we observe that all the schemes ex-
cluding the SE/SE and SE+VT/SE schemes have the mean

Fig. 17 Total pause time of live voice.

Fig. 18 Total pause time of live video.
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Fig. 19 Average MU delay of live voice.

Fig. 20 Average MU delay of live video.

Fig. 21 Mean square error of inter-stream synchronization for live
media.

square errors of inter-stream synchronization less than
6400 ms2 (this value is the square of 80 ms. A time differ-
ence of between −80 ms and +80 ms leads to lip synchro-
nization of high quality according to [35]†) in the whole
range of the standard deviation considered here. There-
fore, the inter-stream synchronization quality of the schemes
are very high. We also see in Fig. 21 that when the stan-
dard deviation is larger than around 150 ms, the SE/SE and
SE+VT/SE schemes have the largest and the second largest
errors, respectively. Furthermore, as the standard deviation

increases in the same range, the difference in the error be-
tween the SE/SE and SE+VT/SE schemes becomes larger.

It should be noted that the quantitative relationships
among the schemes are dependent on the thresholds and pa-
rameters used in the experiment.

5.3 Relations between Subjective and Objective Assess-
ment Results

Now we investigate the relations between the results of the
subjective assessment and those of the objective assessment.

The results in Fig. 14 can be explained by those in
Figs. 15, 16, and 21. First, the result in Fig. 14 that the
MOS values of the schemes which perform the discarding
or skipping control over the voice deteriorate largely as the
standard deviation becomes larger is related to the average
MU rate of voice. Next, the average MU rate of video has a
similar tendency to the MOS when the standard deviation is
large; that is, in this case, the SE+VT/SE scheme has the
largest MOS value, and the SE+VT/skipping+SE scheme
has larger MOS values than the SE+VT/skipping scheme.
In addition, the result that the difference in the MOS be-
tween the SE/SE and SE+VT/SE schemes becomes larger as
the standard deviation becomes larger than around 150 ms is
explained by the mean square error of inter-stream synchro-
nization.

From the above observations, we find that the MOS is
closely related to the average MU rates of voice and video
and the mean square error of inter-stream synchronization.

In order to confirm this, we have investigated the rela-
tion by multiple regression analysis. As a result, we have
obtained the following equation:

VMOS = 0.013RaRv − 0.0001Einter − 0.65. (4)

VMOS: Value of calculated MOS
Ra: Average MU rate of voice [MU/s]
Rv: Average MU rate of video [MU/s]
Einter: Mean square error of inter-stream synchro-

nization [ms2]

The coefficient of determination of this equation was 0.91.
In the calculation of the coefficient of determination, we
considered the equation to be a linear equation by regarding
RaRv as a single variable for simplicity. To demonstrate
how successfully the above equation expresses the relation,
we plot the value of VMOS calculated by the equation as a
function of the standard deviation in Fig. 22. From this fig-
ure and Fig. 14, we find that agreement between analysis and
experiment is good. Therefore, we can say that the average
MU rate and mean square error of inter-stream synchroniza-
tion are closely related to the MOS value.

†In [35], Steinmetz investigates the influence of constant time
differences between video and voice MUs by subjective assess-
ment in a lip synchronization experiment; that is, he assumes that
there is no delay jitter. In this paper, we assess the quality of media
synchronization subjectively and objectively in a systematic way
under the condition that delay jitter exists.
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Fig. 22 MOS calculated from objective assessment results for live
media.

In addition, we reached the same conclusion for stored
media (see [31]).

On the other hand, it is reported that the coefficient of
variation of output interval is largely dependent on the MOS
value [13], [14]†. This objective measure as well as the av-
erage MU rate denotes the smoothness of output, that is, the
intra-stream synchronization quality. We also examined the
relation between the MOS and the coefficient of variation of
output interval in this study. However, we found that the av-
erage MU rate is more closely related to the MOS than the
coefficient of variation. Investigation of the reason for this
difference is for further study.

6. Conclusions

This paper subjectively and objectively assessed the lip syn-
chronization quality of nine reactive control schemes which
use skipping, discarding, shortening and extension of output
duration, and/or virtual-time contraction and expansion con-
trol techniques. As the assessment method, we employed
computer simulation in order to get rid of the influence of
the difference in implementation among the nine schemes;
then, by outputting the voice and video streams actually with
the output timing of MUs obtained in the simulation, we
carried out subjective assessment of the quality. We also in-
vestigated the relations between the subjective assessment
results and the objective ones.

As a result, we found that a scheme which uses the
shortening and extension of output duration and the virtual-
time contraction and expansion together for voice and the
shortening and extension of output duration for video pro-
duces the best quality of lip synchronization. We also con-
firmed that the skipping and discarding control is not suited
to voice. Furthermore, we noticed that the average MU rates
of voice and video and the mean square error of inter-stream
synchronization are closely related to the MOS.

Thus, we can say that the assessment method is effec-

†In [14], the difference in the average MU rate among schemes
is negligible.

tive. However, what kinds of measures are suited to sub-
jective and objective assessment of media synchronization
quality is not sufficiently clear yet; this is for further study.

As the next step of our research, we need to assess the
interactivity as well as media synchronization quality as in
[14] and [36]. We should also employ a variety of models
(especially, more realistic models) for simulating network
delays (for example, we may use real traces from the Inter-
net or traces obtained by a network simulator); this is for
further study. In addition, we need to investigate how the
image size and the contents of voice and video sources influ-
ence the quality. Furthermore, we have to assess the quality
of media synchronization of other control techniques.
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