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PAPER

The Influence of Segmentation Mismatch on Quality of
Audio-Video Transmission by Bluetooth∗

Hirotsugu OKURA†a), Masami KATO†, Members, and Shuji TASAKA††, Fellow

SUMMARY This paper examines the effect of segmentation mismatch
on audio-video transmission by Bluetooth. We focus on the segmenta-
tion mismatch caused by the difference between the RFCOMM Maximum
Frame Size and the baseband packet payload size. By experiment, we
assessed the maximum throughput and media synchronization quality for
various types of ACL packets. In the experiment, a media server trans-
ferred stored video and audio streams to a single terminal with point-to-
point communication; we supposed no fading environment and added white
noise by which interference from DSSS systems is modeled. The experi-
ment showed that the effect of segmentation mismatch is large especially
when the total bit rate of the two streams is near the channel transmission
rate. We also observed that the media synchronization control is effective
in compensating for the disturbance by the segmentation mismatch in noisy
environments.
key words: Bluetooth, segmentation mismatch, QoS, media synchroniza-
tion

1. Introduction

Bluetooth is coming into wide use to interconnect a vari-
ety of mobile terminals in a small area and/or gain wire-
less access to wired networks. Bluetooth is based on a time
division duplex (TDD) polling scheme with a Frequency
Hopping Spread Spectrum (FHSS) technique and provides
two types of link: SCO (Synchronous Connection–Oriented)
and ACL (AsynchronousConnectionless) [1]. The latter is a
packet–switched link; therefore, Bluetooth can be an effi-
cient means to access the Internet. As multimedia commu-
nication over the Internet becomes common, audio-video
transmission on Bluetooth can become a popular applica-
tion, though it was developed mainly for transmission of
voice and asynchronous data.

When we use the ACL link for the transfer of con-
tinuous media such as audio and video, we are faced with
various kinds of technical problems associated with packet–
switching. They include the overhead of segmentation and
reassembly (SAR) of packets, and disturbance of temporal
relations of the media due to packet delay and delay jitter;
these factors degrade the QoS (Quality of Service), in par-
ticular, media synchronization quality, which is a kind of
application-level QoS [2].
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This paper investigates the effect of SAR on the media
synchronization quality of audio–video transmission over a
Bluetooth link. Since Bluetooth has adopted a layered net-
work architecture with a specific protocol stack, SAR can be
performed at several places of the protocol stack. Segmenta-
tion occurs owing to the difference in the maximum treatable
data size between two adjacent layers. As such maximum
data sizes, Bluetooth specifies, from the top to the bottom
layers, the Maximum Frame Size in the RFCOMM layer, the
Maximum Transmission Unit (MTU) size in the Logical Link
Control and Adaptation Protocol (L2CAP) layer, the max-
imum packet size of the Host Controller Interface (HCI),
and the payload size in the Baseband layer (i.e., ACL or
SCO packet payload size). If these sizes do not fit in with
each other, then the transmission efficiency decreases, and
the media synchronization quality deteriorates. In this pa-
per, we focus on the RFCOMM Maximum Frame Size and
the ACL packet payload size and examine how they affect
the media synchronization quality.

Media synchronization for continuous media streams
means the preservation of the temporal structure of media
units (MUs) such as video frames and voice packets [3].
It can be classified into intra–stream synchronization and
inter–stream synchronization. The former refers to the tem-
poral constraints within a single stream, e.g., the preserva-
tion of time intervals between two successive video frames
of a video stream. The latter is synchronization among
multiple media streams, e.g., between a voice stream and a
video stream. In order to achieve media synchronization, we
need some control mechanism. A variety of studies on this
subject have already been reported [4]. Among them, the
Virtual–Time Rendering (VTR) algorithm [5] and the slide
control scheme [6], [7] are effective ones that are applicable
to various network environments.

We can find many researches on Bluetooth network
performance in the literature [8]–[11]. Regarding the SAR
issue, Das et al. propose two SAR policies and evaluate
the throughput, end–to–end delay and link utilization on an
error–free channel in [9]; thus, this study does not deal with
the media synchronization quality.

In the assessment of QoS in Bluetooth networks, in-
terference from Direct Sequence Spread Spectrum (DSSS)
wireless LANs typified by IEEE 802.11 LANs is also an-
other important issue. This is because both systems share
the ISM (Industrial, Scientific and Medical) band. This in-
terference problem is widely noticed, and many research
results have already been published, e.g., see [10] through
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[15]. However, the researches used performance measures
only at packet–level such as throughput and delay and did
not assess the media synchronization quality.

In [16], the authors report an experimental result of
the media synchronization quality with single–slot packets;
multi–slot packets are not treated. In that study, the issue of
segmentation mismatch, which is the subject of the present
paper, was not so problematic, since the payload size of the
DM1 packet is small.

The purpose of this paper is to examine the effect of
the segmentation mismatch and interference from DSSS
systems on audio-video transmission with various types of
packets (single–slot and multi–slot) in Bluetooth. We con-
duct an experiment of audio–video transmission between a
media server and a single terminal with point-to-point com-
munication via a Bluetooth LAN access system. In the ex-
periment, we assume no fading environment. We apply the
slide control scheme for media synchronization control and
confirm its effectiveness.

The rest of the paper is organized as follows. Sec-
tion 2 presents the Bluetooth LAN access system and the
media synchronization scheme as the system environment
supposed in our study. Section 3 describes the problem of
segmentation mismatch. Section 4 illustrates the experimen-
tal methodology including the experimental system config-
uration and a method of the experiment. Section 5 shows
experimental results. Section 6 concludes the paper.

2. System Environment

2.1 LAN Access System

Figure 1 illustrates the configuration and protocol stack of
the LAN access system adopted in this paper.

The advantage of adopting Bluetooth for LAN access
is easy control of the bandwidth assignment since the master
controls communication with slaves by polling. The details
of the polling algorithm are not specified in the standard.
This means that priority control algorithms can be devel-
oped to send continuous media with higher priority. More-
over, the speed of Bluetooth communication will become
larger in the standard version 2.0.

In Fig. 1, a media server is connected to a LAP (LAN
Access Point) through a LAN. A DT (Data Terminal) is
also connected to the LAP with PPP over a Bluetooth link.
Thus, the DT can communicate with the media server with
IP. Video and audio streams stored at the media server are
transferred to the DT.

Bluetooth provides L2CAP and RFCOMM as the data
link protocols. L2CAP manages logical links, and segmen-
tation and reassembly of packets of the higher layer. RF-
COMM is a protocol that provides a serial communication
interface to the higher layer.

PPP enables us to use several kinds of network layer
protocols including IP; we adopt IP in this study. In the
transport layer, we can use either TCP (Transmission Con-
trol Protocol) or UDP (User Datagram Protocol).

Fig. 1 Configuration and protocol stack of the LAN access system.

Table 1 Features of ACL packets.

User Asymmetric
Type payload FEC ARQ maximum data

size transfer speed
[bytes] [kbps]

DM1 0-17 2/3rate yes 108.8
DH1 0-27 no yes 172.8
DM3 0-121 2/3rate yes 387.2
DH3 0-183 no yes 585.6
DM5 0-224 2/3rate yes 477.8
DH5 0-339 no yes 723.2

AUX1 0-29 no no 185.6

As mentioned earlier, Bluetooth specifies the SCO and
ACL links; we select the ACL link in this paper since it is
used for LAN access. Seven kinds of packets in the ACL
link are defined: DM1, DH1, DM3, DH3, DM5, DH5 and
AUX1. DM and DH stand for Data–Medium rate and Data–
High rate, respectively. Table 1 summarizes their features.
They differ from each other in the kind of error control ap-
plied and the number of time slots occupied by a packet.
In the experiment, we do not use AUX1 because it adopts
neither FEC nor ARQ.

2.2 Media Synchronization Scheme

For media synchronization, we adopt the slide control
scheme, which has been proposed for PHS (Personal Handy
phone System) Internet access [6], [7]. There are two rea-
sons why we adopt the slide control. One is that we can use
the same control scheme for various networks with different
lower layers, since media synchronization control is a kind
of application-level control. The other is that we deal with
stored media in this paper as well as in [6].

We define a video frame as a video MU, and a constant
number of audio samples with constant bit rate constitutes
an audio MU. Therefore, the size of a video MU is vari-
able, while that of an audio MU is constant. Each MU has
a timestamp in order to preserve the temporal relationship
among these MUs.

Referring to Fig. 2, we define notations for specifica-
tion of the slide control scheme. Let us consider a stream
(say stream i), which can be either the video stream (i = 1)
or the audio stream (i = 2). First, we let T (i)

n (n = 1, 2, · · ·)
denote the timestamp of the n-th MU in stream i, and define
σ(i)

n,n+1 = T (i)
n+1 − T (i)

n . We also suppose that the n-th MU in
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Fig. 2 Temporal relationship of MUs.

stream i arrives at the DT at time A(i)
n and is output at time

D(i)
n ; this implies that we set the buffering time for absorbing

delay jitter to τ(i)
n = D(i)

n − A(i)
n .

We now define the ideal target output time x(i)
n of the

n-th MU in stream i as

x(i)
1 = A(i)

1 + τ
(i)
1

x(i)
n = x(i)

n−1 + σ
(i)
n−1,n (n = 2, 3, · · ·).

If there were no network delay jitters, we should have
D(i)

n = x(i)
n for all values of n. In reality, however, there exist

the jitters; therefore, we cannot always output the MU at the
ideal target output time. In order to cope with this situation,
the VTR (virtual-time rendering) algorithm, which the slide
control scheme utilizes, introduces the target output time t(i)

n ,
which is obtained by adding a delay (i.e., slide time) to the
ideal target output time. In other words, in addition to the
actual time, we introduce a virtual-time which extends ac-
cording to the amount of delay jitters of MUs received at
the DT, and media are rendered along the virtual-time axis
[6]. The slide control scheme slides the virtual-time axis
adaptively according to the amount of delay jitter of MUs
received.

Because of space limitations in this paper, we omit the
details of the algorithm for the slide control, which can be
found in [6].

3. Segmentation Mismatch

3.1 HCI Flow Control

The HCI (Host Controller Interface) flow control is exer-
cised between the Bluetooth Host (e.g., a PC) and the Blue-
tooth Host Controller (e.g., a Bluetooth module) as shown
in Fig. 1. Data are transferred from the L2CAP layer to the
Baseband layer through the HCI as HCI Data Packets.

On initialization of the flow control, the Host issues
the Read Buffer Size command, which has two return pa-
rameters. One is HC ACL Data Packet Length, which de-
termines the maximum size of an HCI Data Packet that
can be sent from the Host to the Host Controller. The
other is HC Total Num ACL Data Packets, which speci-
fies the total number of HCI Data Packets that the Host
Controller can save in its buffers for waiting for trans-
mission. The values depend on the implementation by
the manufacturer or versions of the firmware. For ex-
amples, the values of HC ACL Data Packet Length and

HC Total Num ACL Data Packets are 800 bytes and 10
packets, respectively, in the Bluetooth module ROK 101 007
of Ericsson Bluetooth Starter Kit(LPY111243), which we
used in our experiment.

Now let N denote the number of packets that the Host
can transmit at a time. The initial value of N is set to
HC Total Num ACL Data Packets.

Once a connection is established to another device, the
Host Controller uses the event of Number Of Completed
Packets to control the flow of data from the Host. This event
contains the number of HCI Data Packets that have been
transmitted since the previous return of the event.

Every time the Host has sent an HCI Data Packet, it
must assume that the free buffer space in the Host Controller
has decreased by one HCI Data Packet (N → N − 1).

When the Host receives a new event of Number Of
Completed Packets, the Host gets information about how
much the buffer usage has decreased since the previous re-
turn of the event. Let M denote the number of completed
packets in the event. It can then calculate the current free
buffer space as N → N + M. The flow is controlled accord-
ing to this free buffer space. For examples, when N reaches
0, the Host cannot send data to the Host Controller.

As mentioned above, the standard prescribes the HCI
flow control not on the basis of the quantity of data, but
on the basis of the number of packets. This means that
the transmission efficiency decreases if the Host sends
data whose size is less than HC ACL Data Packet Length.
However, this is often the case. We will explain this problem
in more detail in the next subsection.

3.2 RFCOMM Maximum Frame Size

The RFCOMM protocol has a parameter called Maximum
Frame Size, which is referred to as RFCOMM Maximum
Frame Size in this paper. If the data size exceeds the RF-
COMM Maximum Frame Size, then the RFCOMM layer
divides the data into two or more data within the size. This
value is negotiated between local and remote RFCOMM
layers before creation of the data link connection on an RF-
COMM session. This negotiation is performed by the PN
(Parameter Negotiation) command prescribed in TS 07.10
[17], on which RFCOMM is based.

The default value of the RFCOMM Maximum Frame
Size is 127 bytes in the standard. It is much less than the
default value of the L2CAP MTU size, which is 672 bytes.
When the RFCOMM Maximum Frame Size is less than
the L2CAP MTU size and HC ACL Data Packet Length of
the HCI flow control, the RFCOMM Maximum Frame Size
dominates the amount of data which can be carried in the
payload of a baseband packet. For example, consider a DH5
packet, whose maximum payload size is 339 bytes. Then,
if the RFCOMM Maximum Frame Size is set to the default
value, the actual payload size of the DH5 packet is at most
the sum of 127 bytes, the header length of an L2CAP packet
and that of an HCI packet. Since the DH5 packet occupies
five slots regardless of the amount of data that it actually
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carries, the transmission of data is inefficient.
As another example, take a DM3 packet, whose maxi-

mum payload size is 121 bytes. Then, with the default value
of the RFCOMM Maximum Frame Size, a small number of
byte may be left for the second packet, which also occupies
three slots.

Thus, we see that the mismatch occurs either when
the value of the RFCOMM Maximum Frame Size is much
smaller than the payload size of a baseband packet or when
the value is slightly larger than the payload size or its multi-
ple. We refer to the former case as Mismatch Pattern I, and
the latter as Mismatch Pattern II. These two types of the seg-
mentation mismatch will decrease the throughput and will
affect the media synchronization quality.

4. Experimental Methodology

4.1 Experimental System

We developed an experimental system shown in Fig. 3; it is
composed of a media server, a LAN access point, a simu-
lated wireless environment and a DT part.

The media server (Celeron 700 MHz, Windows2000)
stores an H.263 video file and the corresponding G.726 au-
dio file; it sends out the video and audio streams to the DT
on demand by UDP. The media server is connected to the
LAN access point by a 10BASE-T Ethernet. It is often the
case that a LAN is shared by servers and many terminals,
which generate interference traffic for each other. For sim-
plicity of experiment, however, we have adopted a simple
configuration of the experimental system in Fig. 3. The in-
fluence of the interference traffic should be examined at the
next step of our study.

The LAN access point consists of a PC part and a Blue-
tooth unit. The PC part manages link control and data trans-
mission by using HCI commands. The OS of the PC (Pen-
tium III 1GHz) is Linux 2.2.16. A PCI high speed serial
board (AccelePort 2r 920 by Digi International) has been
installed into the PC. This enables serial port communica-
tion up to 460.8 kbps. Size of the buffer which is used by
PPP to write data into the serial device has been changed

Fig. 3 The experimental system.

from 256 bytes to 806 bytes. Thus, a PPP frame of up to
800 bytes is passed to the lower layer, RFCOMM, without
segmentation.

The Bluetooth unit consists of a Bluetooth module
(ERICSSON ROK 101 007) and a high speed serial com-
munication mother board. The mother board offers an inter-
face between the UART(Universal Asynchronous Receiver/
Transmitter) and the serial communication port of the PC.
The PC part and the Bluetooth unit are connected to each
other with the RS-232C serial interface, whose speed is
460.8 kbps.

The simulated wireless environment comprises a white
noise generator, attenuators, power dividers/combiners, and
a spectrum analyzer [16]. Note that the white noise can be
regarded as an aggregate interference signal from DSSS sys-
tems such as wireless LANs. The influence of other inter-
ference signals due to frequency hopping spread spectrum
systems is one of our future studies. In this environment,
we assume a radio channel without fading. The effects of
fading are also for future study.

The DT is a mobile PC (Pentium II 366 MHz, Windows
98) with a PCMCIA Bluetooth card.

4.2 Procedures and Conditions of the Experiment

(1) Throughput and media synchronization experiments

We first measure the maximum throughput for each ACL
packet at the application layer. The measurement is carried
out for various values of the RFCOMM Maximum Frame
Size and six packet types (namely, DM1, DH1, DM3, DH3,
DM5 and DH5) with and without the white noise. The target
coding rate of video is set to 300 kbps; this rate enables the
measurement of the maximum throughput in the range of
the RFCOMM Maximum Frame Size that we consider. The
white noise is added so that the CNR is 18.5 dB and 19.3 dB;
by a preliminary measurement, we have determined the for-
mer value of CNR below which the throughput with the
DM5 packet decreases; the latter value has been selected so
that the throughput with the DH5 is between the throughput
without the white noise and that for CNR of 18.5 dB. These
values are practical ones. Note that the maximum data trans-
fer speed of the DM5 packets is the highest of the three types
of DM packets, which adopt the FEC.

Next, we measure the media synchronization quality,
using a video stream with a target coding rate of 125 kbps.
This rate was selected as the maximum value below which
no packet loss occurs with the DM3, DH3, DM5 and
DH5 packets when RFCOMM Maximum Frame Size is
127 bytes, which is the default.

(2) Specifications of video and audio

Specifications of the video and audio used in the experiment
are shown in Table 2.

A video frame (i.e., a picture) is defined as a video
MU. The size of a picture is sub-QCIF, i.e., 128× 96 pixels.
We selected the target coding rates of video as mentioned
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Table 2 Specifications of video and audio.

Video Audio

Compression scheme H.263 G.726
Size of picture Sub-QCIF -

(128 × 96)
Target coding rate 300 (to measure maximum throughput) 24

[ kbps ] 125 (to measure media synchronization quality)
Original recording time [s] 120.8 120.7

MU rate [ MU/s ] 15 10
Media source Head view of a speaker and his voice

earlier, and the target MU rate is 15 MU/s. The genera-
tion time T (1)

n of the n-th video MU is given by the corre-
sponding Temporal Reference (TRn) of H.263 as follows:
T (1)

1 = TR1 = 0 and T (1)
n = TRn/30; (n > 2).

The audio coding rate is 24 kbps, and the size of an
audio MU is 2.4 kbits. This leads to an audio MU rate of
10 MU/s. The generation time T (2)

m of the m-th audio MU is
given by T (2)

m = (m − 1)/10.

(3) Parameters of slide control

We use the same parameter values for the media synchro-
nization control as those in [7].

We establish the origin of time for media synchroniza-
tion at the arrival time of the first video MU A(1)

1 . We then
set τ(1)

1 = 500 ms.

4.3 Performance and Quality Measures

We adopt the maximum throughput at the application layer
as a measure of transmission efficiency.

We also assess the media synchronization quality,
which is measured by the mean square error of intra–stream
synchronization and that of inter–stream synchronization.
The error of intra–stream synchronization of the n-th MU
in stream i(i = 1, 2) is defined as ∆(i)

n = D(i)
n − t(i)

n . We also
define the error of inter–stream synchronization between the
n-th MU in stream 1 and the corresponding MU in stream 2
(say the m-th MU) as ∆(1−2)

n = (D(1)
n −D(2)

m )−(T (1)
n −T (2)

m ), (n ≥
1,m ≥ 1). As measures of the synchronization quality, we
use the mean square of ∆(i)

n with respect to n for i=1 and 2,
and that of ∆(1−2)

n with respect to n. The corresponding re-
lation between n and m in ∆(1−2)

n is determined as follows.
The MU rate of video is usually different from that of audio.
Therefore, for a given video MU (say n-th one), we select
the audio MU that is first generated after the video MU as
the corresponding m-th audio MU. For example, in Fig. 2,
the (m + 1)-st audio MU corresponds to both the (n + 1)-st
video MU and the (n + 2)-nd video MU.

The total output time is another important measure
of synchronization quality; it is the necessary time for the
video or audio file to be output at the DT. It should be noted
that this is not necessarily equal to the original recording
time at the server and usually becomes longer than it be-
cause of the network delays and the associated changes of
the target output time.

5. Experimental Result

5.1 Maximum Throughput

We first examine the maximum throughput. The throughput
here is the sum of video throughput and audio one. Fig-
ure 4 shows the maximum throughput in kbps versus the
RFCOMM Maximum Frame Size in bytes without the white
noise. Figures 5 and 6 are the results when the white noise is
added so that the values of the CNR are 19.3 dB and 18.5 dB,
respectively.

In Fig. 4, we see that the maximum throughput largely
varies with the RFCOMM Maximum Frame Size. In the
case of DH5, for instance, the maximum throughput at
the default value, 127 bytes, of the RFCOMM Maximum
Frame Size is approximately 62% of that when the size is
250 bytes. This corresponds to Mismatch Pattern I. Thus,
we find that supporting only the default value of the RF-
COMM Maximum Frame Size is not sufficient to attain the
best performance that the Bluetooth Baseband layer offers.

As we observe in Fig. 4, in the case of multi–slot pack-
ets (DM3, DH3, DM5 and DH5), the maximum throughput
drops at some values of the RFCOMM Maximum Frame
Size; it does not monotonically increase in proportion to the
RFCOMM Maximum Frame Size. In the case of DM3, for
example, the maximum throughput drops at 127 bytes and
240 bytes. In the case of DH3, it drops at 180 bytes. These
cases correspond to Mismatch Pattern II.

Figure 4 also indicates that when the value of the RF-
COMM Maximum Frame Size is smaller than 127 bytes, the
packet type that has the largest maximum throughput in the
multi–slot packet types is not DH5, though it supports the
highest data transfer speed as shown in Table 1; DM3 and
DH3 have larger throughput than DH5. If the RFCOMM
Maximum Frame Size is very small, then the data divided at
RFCOMM can be transmitted by a single baseband packet
of either DM3, DH3, DM5 or DH5. Because DM3 and DH3
can send the data in a shorter time (3 slots) than that for DH5
(5 slots), DM3 and DH3 have larger throughput than DH5.

Figures 5 and 6 also show the same tendency as that
of Fig. 4 with respect to the dependence on the RFCOMM
Maximum Frame Size in each packet type.

Comparing Figs. 4, 5 and 6, we notice that the max-
imum throughput of DH packets with the white noise de-
creases largely as the CNR becomes small, while the DM
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Fig. 4 Maximum throughput. (no white noise)

Fig. 5 Maximum throughput. (CNR=19.3 dB)

Fig. 6 Maximum throughput. (CNR=18.5 dB)

packets are scarcely affected. This is due to FEC of the DM
packets. DH5 packet, which occupies the most slots, is most
affected by the white noise, while DH1 has the least effect.
This is because a multi–slot packet takes more time than a
single–slot packet for its retransmission.

5.2 Mean Square Error of Media Synchronization

Let us examine the mean square error of intra–stream and
inter–stream media synchronization by referring to Figs. 7
through 10. Each figure displays the measurement results
of the system with slide control and those of the system
with no control, which are denoted by “SC” and “NC,” re-
spectively. The results for DH1 and DM1 are not shown in

Fig. 7 Mean square error of intra–stream media synchronization of
audio. (no white noise)

the figures because their maximum throughput is hardly af-
fected by the RFCOMM Maximum Frame Size in the range
over 127 bytes.

(1) Mean square error of intra–stream synchronization

We first consider the case without the white noise. Figure 7
plots the mean square error of intra–stream synchronization
for audio in ms2 versus the RFCOMM Maximum Frame
Size in bytes. We first note that NC in Fig. 7 exhibits simi-
lar behavior to that in Fig. 4 with respect to the dependence
on the RFCOMM Maximum Frame Size in each packet
type. This implies that the segmentation mismatch affects
the intra–stream synchronization quality of audio. Thus, we
see that regarding the audio quality with NC, the influence
of the RFCOMM Maximum Frame Size is larger than that
of the packet types.

In subjective assessment, however, we hardly noticed
the difference in the quality among the packet types since the
subjective quality is not low for all the types. This is because
the maximum throughputs for the multi–slot packets (see
Fig. 4) are larger than the total bit rate of the audio and video
(i.e., 149 kbps) when the RFCOMM Maximum Frame Size
is larger than 127 bytes.

Regarding the audio quality with SC, we hardly notice
the effect of RFCOMM Maximum Frame Size. This implies
that the effect is absorbed by the slide control. This is be-
cause the slide control postpones the target output time t(i)

n

when delay jitter becomes larger. In other words, it increases
the buffering time of MUs.

Figure 8 shows the mean square error of intra–stream
synchronization for audio versus the RFCOMM Maximum
Frame Size. In this figure, empty symbols, light gray sym-
bols and dark gray symbols denote the results when the
white noise is not added, those when the CNR is 19.3 dB
and those when the CNR is 18.5 dB, respectively. The result
for DM packets are not shown since the mean square error
of intra–stream synchronization was not much changed by
the CNR.

Let us examine the results for NC. Then, we find that
the intra–stream synchronization quality becomes worse as
the CNR becomes lower. In particular, the effect of the CNR
on DH5 is remarkable. A DH5 packet uses five slots, whose
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Fig. 8 Mean square error of intra–stream media synchronization of
audio.

number is more than that of a DH3 packet. For this reason,
DH5 packet takes longer time to be retransmitted when CNR
is low. This implies that delay and delay jitter of a DH5
packet are larger than those of a DH3 packet. Hence, distur-
bance of temporal structure of MUs when DH5 packets are
used becomes much larger than that when DH3 packets are
used as the CNR becomes lower.

We also see that the mean square error of intra–stream
synchronization for DH3 with NC (CNR = 18.5 dB) has a
local peak at 180 byte of the RFCOMM Maximum Frame
Size. At this value of the RFCOMM maximum Frame Size,
the maximum throughput for DH3 drops slightly as seen
from Fig. 6. However, large influence on the intra–stream
synchronization quality appears. Also, the mean square er-
ror of intra–stream synchronization for DH5 with NC (CNR
= 19.3 dB) when the RFCOMM Maximum Size is smaller
than 170 bytes increases steeply as the value of RFCOMM
Maximum Frame Size decreases. These two observations
are due to the same reason: the target coding rate is very
close to or larger than the maximum throughput at these val-
ues of the RFCOMM Maximum Frame Size.

Regarding SC, we observe that the slide control is ef-
fective in improving the quality of intra–stream synchro-
nization for DH3 and DH5. We can see only small effect
of RFCOMM Maximum Frame Size even for DH5 when
CNR is 18.5 dB.

(2) Mean square error of inter–stream media synchro-
nization

Figures 9 and 10 plot the mean square error of inter–stream
synchronization without the white noise and with the white
noise (CNR = 18.5 dB), respectively.

At first, we consider the case when the white noise
is not added. We see that inter–stream synchronization is
affected by the RFCOMM Maximum Frame Size. How-
ever, even for NC, most of the error values are below 25600
(= 1602) ms2, which means not asynchrony [18].

Comparing Figs. 9 and 10, we then find that the errors
for NC in Fig. 10 tend to be larger than those in Fig. 9. That
is, the inter–stream synchronization quality degrades when
the white noise is added.

Fig. 9 Mean square error of inter–stream media synchronization.
(no white noise)

Fig. 10 Mean square error of inter–stream media synchronization.
(CNR=18.5 dB)

Regarding SC in Figs. 9 and 10, we see that the slide
control is effective in improving the quality of inter–stream
synchronization.

5.3 Total Output Time

Figures 11 and 12 show the total output time of audio for
DM5 and DH5 without the white noise and that with the
white noise, respectively. The total output time of video is
not shown here because it has the same tendency as that of
audio. The total output time when three–slot packets are
used is not shown because of the same reason.

First, let us consider NC of Fig. 11. Since the state of
the Bluetooth radio channel is fine, retransmission does not
take place so much. Therefore, the total output time is al-
most equal to the recording time.

Next, we examine NC of Fig. 12. The total output time
of DH5 is much larger than that of Fig. 11. This is because
retransmission occurs many times since FEC is not applied
to DH packets.

Comparing NC and SC in Figs. 12 and 11, we see that
the total output time of SC is larger than that of NC. The
value of SC must be larger than that of NC because the slide
control scheme postpones the target output time when an
MU arrives at the DT later than a threshold. At the expense
of the total output time, we get higher media synchroniza-
tion quality, which we have observed in Figs. 7 through 10
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Fig. 11 Total output time of audio. (no white noise)

Fig. 12 Total output time of audio. (CNR=18.5 dB)

when white noise is added. The increase of the total output
time due to the slide control can affect the subjective quality.
In the experiment in this paper, however, the increase is at
most two seconds compared to the original recording time
of 120 seconds. It is neglectable for stored media transmis-
sion. The permissible range of the increase from the subjec-
tive point of view is not clear. It is left for our future study.

6. Conclusions

We examined the influence of the segmentation mismatch on
the maximum throughput and media synchronization quality
of audio-video transmission on the Bluetooth LAN access
system under the interference from DSSS systems.

We first observed that if the RFCOMM Maximum
Frame Size is set to the default value, 127 bytes, the max-
imum throughput is smaller than that for its larger values.
This means that the default value of the RFCOMM Max-
imum Frame Size is not sufficient to utilize the high speed
communication capability that the Bluetooth Baseband layer
can provide. We also noticed that the packet type with
the largest maximum throughput depends on the RFCOMM
Maximum Frame Size.

We next found that the RFCOMM Maximum Frame
Size more affects the media synchronization quality than the
packet types when no media synchronization control is ex-
erted. Especially when the bit rate of the stream is close to
the maximum throughput, the influence of the segmentation
mismatch appears largely.

Thus, we know that the initial value of the RFCOMM
Maximum Frame Size should be negotiated by taking into
consideration the given network condition. However, the
RFCOMM Maximum Frame Size decided this way may be
unsuitable when the quality of the radio link changes. We
saw this in the experiment with the white noise. One of the
solutions is to select the best packet type adaptively under
the given condition. This is included in our future work.

The media synchronization control is effective espe-
cially when the white noise is added. We see that media
synchronization quality becomes higher by the slide control
scheme at the expense of the total output time.

The influence of FH interference, other terminals in the
LAN, and other ACL links in the piconet are left as future
subjects to be studied.
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