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The analytical trace formula for a dense cascade of bifurcations was derived using the
improved stationary phase method based on extensions of the semiclassical Gutzwiller path
integral approach. For the integrable version of the famous Hénon-Heiles Hamiltonian, our
analytical trace formula solves all bifurcation problems, in particular, in the harmonic oscil-
lator limit and the potential barrier limit. We obtain nice agreement with quantum results
for gross to finer shell structures in level densities and for the shell structure energies, even
near the potential barrier where there is a rather dense sequence of bifurcations.

§1. Introduction

The Gutzwiller trace formula1),2) and its extensions to continuous symmetries3)–9)

are nice tools to study shell structures in finite fermionic systems. This is the so-
called periodic orbit theory (POT), which relates quantum fluctuations in single-
particle level densities to classical periodic orbits through their dynamical charac-
teristics, such as action integrals, stability matrices, and degeneracy (symmetry)
parameters.

Recently, the POT was employed in studies seeking to overcome some symmetry-
breaking problems related to divergencies and discontinuities of the standard station-
ary phase method (standard SPM, SSPM)2),9) due to a bifurcation phenomenon.
For instance, the improved stationary phase method (ISPM) within the extended
Gutzwiller approach (EGA)10)–12) was used in derivations of the trace formulas. The
ISPM is based on the theory of critical caustics and turning points formulated by
Maslov and Fedoryuk13)–17) in order to overcome bifurcation problems. Furthermore,
the idea of Berry and Tabor5) has been applied to calculate catastrophe integrals
more exactly within finite limits over the accessible phase space volume for classical
motion.

Other semiclassical approaches, known as the uniform approximations, were
suggested and successfully developed previously18)–26) on the basis of the theory of
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normal forms27),28) and perturbation theory.9),29) In practical applications of some
analytical normal forms to generating functions, local expansions near the bifurcation
point and the consistency with the known asymptotic SSPM trace formulas far from
bifurcations were used in solving the bifurcation problems in the description of the
coarse-grained gross shell structures of averaged level densities.9),20),26)

For many Hamiltonians with barriers, like the famous Hénon-Heiles (HH) and
its integrable (separating) version (IHH),9),26),30)–32) one encounters a very dense
cascade of bifurcations, infinitely dense at the barrier. In the POT calculations of
Strutinsky33) the shell-structure energy and the coarse-grained level density with
smaller averaging parameter, bifurcations appear rather frequently. In such cases,
the SSPM fails in the entire region between adjacent bifurcation points, and there-
fore it might be inconvenient to use the known asymptotic solutions of the SSPM
for matching with the local expansions mentioned above at each bifurcation, espe-
cially near the barrier. We may also expect a sharp enhancement in the density
amplitudes of order of �

−1/2 for increasing classical degeneracy by one unit, as for-
mulated in the ISPM for several Hamiltonians, near the bifurcations due to a local
symmetry breaking.10)–12) In order to solve such bifurcation problems, alternative
methods, like ISPM,10)–12) which does not use smooth interpolations through the
bifurcations in terms of the normal forms and the asymptotic SSPM trace formulas,
might be helpful, for instance, for comparison with the uniform approximations and
understanding the relation to the EBK formulation.26)

In the present paper, we apply the ISPM10)–12) to the general case of a dense bi-
furcation cascade, employing the IHH Hamiltonian as a simple, analytically solvable,
and non-trivial example. The classical dynamics and bifurcations of the periodic or-
bits are considered in §2. The ISPM trace formula for this Hamiltonian is derived in
§3. Then, in §4 we compare our semiclassical densities and shell structure energies
with the quantum mechanical ones. Section 5 summarizes the results.

§2. Periodic orbits and their bifurcations

The IHH Hamiltonian is expressed in Cartesian coordinates as9),26)

H =
1
2
(
p2

x + p2
y

)
+

1
2
(
x2 + y2

)− ε

3
y3. (1)

It can be decomposed into x and y components, and we define energies corresponding
to motion along each of these directions: E = Ex + Ey with Ex = (p2

x + x2)/2,
Ey = (p2

y + y2)/2 − ε y3/3. Then, making use of the scaled variables εx and εy, we
can see that the classical dynamics are controlled by the single energy parameter
E/Eb, where Eb = 1/6ε2 is the barrier energy.9),26) Nevertheless, we explicitly keep
ε in the following derivations to study the ε dependence of the trace formulas.

In action-angle variables, this Hamiltonian H = H(I) is a function of only the
action variables I = {Ix, Iy}:26)

Ix =
1
2π

∮
dx px = Ex = E − Ey,
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Iy =
1
2π

∮
dy py =

12a

10πε2
[E(q) + cK(q)] . (2)

Here, K(q) and E(q) are complete elliptic integrals of the first and second kinds, we
have c = −(2/9) ε2(y3−y2)(2y3−y2−y1), a =

√
ε(y3 − y1)/6, q =

√
(y2 − y1)/(y3 − y1),

the quantities yn = {1/2 − cos [(φ + π(2n − 3))/3]}/ε (n = 1, 2, 3) are the turning
points at a given energy Ey, and φ = arccos(1− 12Eyε

2). The equations of classical
motion with the Hamiltonian (1) are easily integrated, yielding

x(t) =
√

2Ix sin
(
t + Θ′

x

)
, y(t) = y1 + (y2 − y1) sn2(at + Θ′

y, q), (3)

where Θ′
x and Θ′

y are integral constants determined by the initial conditions, and
sn(z, q) is the Jacobi elliptic function.

A canonical transformation from the Cartesian variables {r, p} to the action-
angle variables {Θ, I} can be obtained explicitly. For the x components, we have
the harmonic oscillator (HO) relations,

x =
√

2Ix sinΘx, px =
√

2 Ix cos Θx. (4)

Because the angles Θi (i = x, y) are cyclic variables in the integrable Hamiltonian
(1), the classical trajectories can be written in the usual way,

Θi = ωi t + Θ′
i, Ii = const,

where the quantities ωi = ∂H/∂Ii are the frequencies

ωx = 1, ωy =
πa

K(q)
.

The periodic orbit equation can be written as a relation expressing the commensu-
rability of the frequencies ωi (a resonance condition):

ωx

ωy
≡ K(q)

πa
=

nx

ny
. (nx ≥ ny > 0) (5)

Here, nx and ny are relatively prime integers which specify the primitive periodic
orbits. We denote the periodic orbits β through these integers β = M(nx, ny), where
M is the number of repetitions.

There are two kinds of periodic orbits in the IHH potential, one-parameter fam-
ilies with the degeneracy parameter K = 1, and isolated periodic orbits (K = 0).∗)
Some examples of the simplest periodic orbits are displayed in Fig. 1. Figure 2
displays important characteristics of such periodic orbits, the periods Ty = 2K(q)/a

∗) The degeneracy (symmetry) parameter K is defined by the number of independent parameters

of the periodic orbit with the same action at a given energy E in the phase space.4) This K is

equal to the number of independent single-valued integrals of motion, excluding the energy E. For

integrable systems, one can integrate the resonance condition ωi/ωj = ni/nj (ωi = ∂H/∂Ii = Θ̇i,

i, j = 1, 2, · · · , n for n degrees of freedom), resulting in the integral of motion Θinj −Θjni = const.

Its periodic function, for example sin(Θinj −Θjni), is a single-valued integral of motion other than

the energy.7)
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Fig. 1. Examples of the periodic orbits (nx, ny) (solid and dash ed) in the IHH potential.
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Fig. 2. The period Ty (top), the energy surface Iy = Iy(Ey) (bottom), and its curvature K (middle).

The dots represent the bifurcations for some families T and B. The filled square is related to

the isolated orbit A at the barrier energy E = Eb ≈ 104, and the unfilled square corresponds to

the isolated orbit A at the energy E = 90. Here, we use ε = 0.04 as an example.

in the top panel, the energy curve Iy = Iy(Ey) in the bottom, and its curvature
K = ∂2Iy/∂E2

y in the middle. The expressions nx : ny indicate the bifurcations of
the periodic orbits which form families.

In addition to the two-dimensional orbits T (nx > ny), such as those shown in
Fig. 1, there are two straight linear orbits along x and y axes. The orbits B along the
x axis, described by the first equation of (3) and shown in Fig. 2 at nx : ny = 1 : 1,
form specific local one-parameter (K = 1) families. They are similar to the repeated
short diameters (SD) in elliptic billiard systems at the bifurcation deformations.10)

It should be noted that the orbits B form local families for any value of ε, because
the term εy3 represents a higher-order perturbation for orbits B (y = 0) and does
not affect their local properties. This fact can be confirmed by direct calculations
of the trace of the stability matrix Tr M for the orbit B, which leads to Tr M = 2,
independently of ε.34) The resonance equation (5) specifies one of the constants of
motion, for instance Ix in (3) through its solution Ey = 0 for B orbits (Ey > 0
for T orbits). However, due to the relation in (5), another single-valued integral of
motion, sin(Θ′

ynx−Θ′
xny), appears for nx = ny = 1 (nx > ny for T orbits) at a given

energy E [see the footnote referred to after Eq. (5)]. For B orbits, for instance, the
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initial value Θ′
x can be set to zero without any restriction, and sin(Θ′

y) can be locally
considered a single-valued parameter of the family of orbits B, like SD [sin(Θ′

u) in
elliptic u, v coordinates10)] at the bifurcation deformations in elliptic billiards. (See
Refs. 4), 7) and 35) for studies of general integrable systems.) In the following, we
refer to such specific local families simply as ‘families’.

Other linear orbits along the y axis are the isolated orbits A given by the second
equation in (3). One such orbit is denoted by the unfilled square at the endpoint
Ey = E of the interval 0 ≤ Ey ≤ E in Fig. 2. The orbit A crosses the bifurcation
points (indicated by dots) at the energy E = Ebif with increasing energy E. New
families are born at these points and coexist with A for larger energies E up to the
barrier energy Eb. Note that the orbits A form local one-parameter families at the
bifurcation points for the same reasons as in the case of the SD in elliptic billiard.

§3. ISPM trace formulas

3.1. Phase space trace formulas

The level density g(E) for the 2-dimensional Hamiltonian H(r, p) in Cartesian
coordinates and momenta {r, p} can be obtained within the EGA from the phase-
space trace formula:10),21),36)

g(E) =
∑

i

δ (E − Ei)

� Re
∑
α

∫
dr′dp′′

(2π�)2
δ
(
E − H(r′′, p′′)

) |Jα|1/2 exp
[

i

�
Φα − i

π

2
µα

]

= Re
∑
α

∫
dx′dp′′x
(2π�)2

Ty α |Jα|1/2 exp
[

i

�
Φα − i

π

2
µα

]
. (6)

In the first line here, Ei represents the quantum energy level. In the last two lines,
the summation is taken over all (both closed and unclosed) classical trajectories
α for particle motion that starts with the initial coordinate r′ and ends with the
final momentum p′′ at a given energy E. The quantity µα is the Maslov phase
determined by the number of conjugate (turning and caustics) points13)–16) along α,
Ty α is the period of motion along the y direction, and Jα is the Jacobian Jα(p′x, p′′x)
for transformations from the initial momentum component, p′x, to the final one, p′′x,
perpendicular to the periodic orbit β (see below).

For given r′, p′′ and energy E, there exists a unique trajectory α, regardless
of the existence of continuous symmetries. The integrations in the third line are
carried out only over the phase-space variable components x′ and p′′x, perpendicular
to the periodic orbit β. The latter is specified below in a local coordinate system
consisting of r = {x, y} and p = {px, py}, where y and py are directed along β,
as in Refs. 1), 2), 4) and 9). The phase Φα in Eq. (6) is given by the Legendre
transformation as

Φα(r′, p′′, E) ≡ Sα(p′, p′′, tα) + (p′′ − p′) · r′ = Sα(r′, r′′, E) − p′′ · (r′′ − r′), (7)

which relates the action Sα(p′, p′′, tα) in the momentum representation to the action
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Sα(r′, r′′, E) in coordinate space:

Sα(p′, p′′, tα) = −
∫ p′′

p′
dp · r(p), Sα(r′, r′′, E) =

∫ r′′

r′
dr · p(r). (8)

For calculation of the trace integral using the SPM, first we have to write the
stationary phase conditions in the perpendicular variables x′ and p′′x:(

∂Φα

∂p′′x

)∗
≡ (x′ − x′′)∗ = 0,

(
∂Φα

∂x′

)∗
≡ − (p′x − p′′x

)∗ = 0. (9)

We use the asterisk both here and below to indicate that the quantity is taken at
the stationary point. We used the first and second equations in Eq. (7) for the
derivations of these SPM conditions with respect to p′′x and x′, respectively.2),9)

Because the variations of Φα are independent of the parallel coordinates, due to the
energy conservation expressed explicitly in the second line of Eq. (6) through the δ
function, there are two additional identities for the stationary-phase conditions in
the parallel phase-space components y′ and p′′y . These are written as y′ = y′′ and
p′′y = p′y. With the stationary phase conditions (9), they are altogether identical to
the periodic orbit equations. In the case of an integrable system, they are equivalent
to the resonance relationships (5) for the partial frequencies.

For non-integrable Hamiltonians, we may find only isolated manifolds of sta-
tionary points related to the isolated periodic orbits. The integrable case is more
rich in the sense that there also exist manifolds of the stationary points that form
continuous families of the periodic orbits, along with the isolated ones.

Now, we describe the reason for the divergences in the isolated-orbit contri-
butions and the discontinuities in the family-orbit contributions at the bifurcation
potential parameter in SSPM. They are related to the second-order expansion of the
phase Φα (7) near the stationary-phase bifurcation point defined by Eq. (A.2) in the
catastrophe integrals, like Eq. (A.1), and, at the same time, with an extension of the
limits of integration within the finite region of the classically accessible phase space
to infinities. Taking these two assumptions together will fail because the bifurcation
point can be considered the specific stationary-phase point, (A.2), which lies at the
boundary of classically accessible region.

In order to solve this problem, we have found that the bifurcation point is
similar to the caustic singularity considered by Fedoryuk within the catastrophe
theory.13)–16) (With regard to a proof of the theorem concerning the Maslov index,
see Appendix A.) As shown in Appendix A, we can truncate the action phase Φα at
second order while taking into account the Maslov index if the third-order derivative
of Φα at the stationary point is not zero, as in the derivation of the Maslov theorem.
The catastrophe point with an infinite second derivative but a finite third derivative
of the action phase Φα (which is a separatrix, like the turning point described in
Appendix A) was considered in Refs. 10) and 12). However, in addition to Fedoryuk’s
catastrophe theory, we have to maintain physically accessible finite limits, because
the caustic-like bifurcation point (A.2) belongs to the boundary of classical motion,
as mentioned above.



Semiclassical Approach for Bifurcations in a Smooth Finite-Depth Potential 529

For the case of integrable systems, it is helpful to transform the integration
variables from Cartesian to action-angle variables, {Θ, I}, in the phase-space trace
formula (6):10)

gscl(E) =
1

(2π�)2
Re
∑
α

∫
dΘ′

x

∫
dIx Ty α

∣∣Jα(p′′x, p′x)
∣∣1/2 exp

[
i

�
Φα − iπ

2
µα

]
.

(10)
Here, I = {Ix, Iy} and Θ′ = {Θ′

x, Θ′
y} are action-angle variables, Ix and Θ′

x are
the components that are “perpendicular” in the sense that they are related to the
local Cartesian coordinate x, perpendicular to the periodic trajectory β.2) The sta-
tionary phase conditions for these “perpendicular” action-angle variables Ix and Θ′

x,
together with two identities for the “parallel” ones, Iy and Θ′

y, related to the parallel
coordinate y, determine the corresponding periodic orbit equations mentioned above
in terms of new variables.

Thus, the problem we face in attempting to carry out further derivations of the
POT trace formulas for the IHH potential is to find all kinds of stationary points, i.e.,
the families and isolated periodic orbits described in §2. Then, in order to solve the
bifurcation problems, we calculate the phase space trace integrals using the ISPM,
as mentioned above.

3.2. Leading family (K = 1) contribution

The one-parameter (K = 1) families of periodic orbits T and B in the IHH
Hamiltonian form continuous manifolds of stationary points Θ′

x = Θ∗
x, where 0 ≤

Θ∗
x ≤ 2π, for the phase Φα in the trace integral in Eq. (10) within the phase space

volume of the tori. Thus, the “perpendicular” Θ′
x-component of the stationary phase

conditions for family contributions is the identity, and hence Θ∗
x can be considered

a parameter of the periodic orbit family having the same action. The integration
over Θ′

x in Eq. (10) gives a factor of 2π, and therefore, using Jα(p′′x, p′x) = 1 for the
contribution of the families into the level density (10), one finally arrives at

δgscl(E) =
2
�2

Re
∑
kx,ky

∫
dEy

1
|ωy| exp

[
2πi

�
(kyIy(Ey) + kx(E − Ey)) − iπ

2
µkxky

]
,

(11)
where kx = Mnx, ky = Mny, nx ≥ ny ≥ 1, M = 1, 2, · · · .∗) Due to time-reversal
symmetry, we have taken the summation in Eq. (11) over only positive M and
multiplied by an additional factor of 2.

Integrating over Ey in Eq. (11) with the ISPM,10) we first expand the action
phase Φα (7) in the exponent of Eq. (11) near the stationary point E∗

y to second
order:

Φα ≡ 2π [kyIy(Ey) + kx(E − Ey)] = Sβ(E) + πMnyKβ(Ey − E∗
y)2. (12)

∗) The difference between Eq. (11) and a similar trace formula obtained in Ref. 26) from the

EBK quantization rules is that the latter has a wider integer summation range. Specifically, the

range in Eq. (C15) of Ref. 26) includes all integer pairs kx, ky except for (kx, ky) = (0, 0). (In

Ref. 26), these are denoted by ku and kv.) For a more detailed explanations of the EBK method,

see Refs. 5) and 9).
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Here, Sβ and Kβ are the action and the energy surface curvature, respectively, for
the periodic orbit β of one of the isolated families determined by Eq. (5),

Sβ(E) = 2πM
[
nyIy(E∗

y) + nx(E − E∗
y)
]
, Kβ =

(
∂2Iy

∂I2
x

)∗
=
(

∂2Iy

∂E2
y

)∗
. (13)

Here M is the number of repetitions along the periodic orbit β = M(nx, ny) and
Iy(Ey) is the energy surface [see (2) and Fig. 2]. We now substitute the expansion
(12) into Eq. (11) and set the smooth pre-exponent factors to their values at the
stationary point Ey = E∗

y . Then, taking the transformation of the variable Ey to
the dimensionless variable z, given by z =

√−iπMnyKβ/�
(
Ey − E∗

y

)
, we obtain

the following contributions of the T and B (K = 1) families:

δg
(1)
scl (E) = Re

∑
β

Tβ

2π
√
−iMn3

y�3Kβ

erf
(
Z+

β ,Z−
β

)
exp

[
i

�
Sβ(E) − iπ

2
µβ

]
. (14)

Here, the sum is taken over all discrete families T and B of the periodic orbits β. The
families T emerge through bifurcations of the isolated orbit A at the energies Ebif ,
given implicitly by Eq. (5), and exist for all higher ones E up to the barrier value Eb.
The family B is a specific family whose members are born exactly at the harmonic
oscillator symmetry-breaking point Ebif=0, as explained above. Their periods Tβ

are independent of the energy E, and are given by Tβ = 2πny/ωy = 2πnx (ωx = 1).
The stationary point E∗

y is equal to the bifurcation energy Ebif (see Fig. 2). The
complex arguments Z−

β and Z+
β in the error function, erf(v, u) = 2

∫ v
u dz e−z2

/
√

π,
are the limits of integration for the new variable z. They are expressed in terms of
the curvature Kβ (see Eq. (13)) at Ey = E∗

y as

Z−
β = −

√
− iπMnyKβ

�
b
(1)
β

(
E − E∗

y

)
, Z+

β =

√
− iπMnyKβ

�
b
(1)
β E∗

y . (15)

The coefficient b
(1)
β is given approximately by b

(1)
β = 1 for families T (nx > ny, M =

1, 2, · · · ), and

b
(1)
β = 1 − 1

2
exp

[
−
(

E

2∆B

)2
]

, ∆B =
1√

πMnyKB/�
(16)

for the orbits B (nx = ny = 1). In the HO limit (E → 0), orbits A and B belong to
the same K = 2 family of the isotropic two-dimensional harmonic oscillator. In order
for the contribution of these two families to occupy the same size of the manifold in
this limit, we change the upper limit of the ISPM integration over Ey in Eq. (11)
sharply from E to E/2 within a small energy dispersion 2∆B in the limit E → 0.
The transition width ∆B is determined from the Gaussian-like form of the exponent
with the phase Φα given by Eq. (12). (A more detailed explanation is given in
Appendix B.) The remaining part of the integration range, namely E/2 ≤ Ey ≤ E,
is put into the contribution of orbit A. In this way, we can correctly describe the
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HO limit as a sum of the contributions of orbits A and B. For the Maslov index in
Eq. (14), we have13)–16),26) µβ = 2M(nx + ny) (see also Appendix A).

Far from the bifurcations, Eq. (14), describing the contributions of the families,
asymptotically approaches the SSPM result. [The function erf approaches 2 for the
T orbits and 1 for the B orbits in Eq. (14).] They are identical to the Berry-Tabor
trace formula for the families T and B.5),26)

3.3. Isolated orbits (K = 0) and the Gutzwiller trace formula

In addition to the families, there are isolated stationary points Ey = E∗
y = E at

the end of the classically accessible phase-space volume. These points are related to
the isolated (K = 0) periodic orbits A along the y axis. For the corresponding action
variable Ix, there is a stationary point at the edge of this volume, Ix = I∗x = 0.
According to the transformation (4), there exists a square root singularity in Ix

at Ix = 0, and the conjugate angle variable Θ′
x is indeterminate there. In order

to remove this spurious singularity, we use the inverse transformation (4) from the
integration variables Θ′

x, Ix to the Cartesian variables x′, p′x in the double integral of
Eq. (6), and then transform p′x to p′′x with the standard Jacobians. We now apply
the ISPM in the integration over the “perpendicular” variables p′′x and x′ in order to
derive the trace formula10) [see Eq. (6)].

As mentioned above, the stationary phase conditions (9) for the integration
over the “perpendicular” momentum p′′x imply the closing of the trajectory α in
the spatial coordinate space, r′ = r′′ = r. The action phase Φα (7) in the phase
space trace formula (6) can be expanded in a Taylor series near the stationary point
p′′x = p′′ ∗x = p∗x up to second order, and a smooth pre-exponent amplitude is set to its
value at p′′x = p∗x. As in the previous section, it is convenient to express the integral
over p′′x in terms of the error function by transforming the integration variable p′′x to
a dimensionless variable.

For the next integration over x = x′ = x′′, we can specifically write the second
stationary phase condition of Eq. (9) as

(
∂Φα

∂x′ +
∂Φα

∂x′′

)∗
≡
(

∂Sα

∂x′ +
∂Sα

∂x′′

)∗
≡ − (p′x − p′′x

)∗ = 0, (17)

where the asterisk indicates that the function is evaluated at x′ = x′′ = x∗ = 0
and p′′x = p′x = p∗x = 0. Therefore, as explained in §3.1, we also have the closing
condition for the trajectory α in momentum space p′ = p′′ = p, i.e., the periodic
orbit conditions which determine the isolated orbit A. Next, expanding the action
S∗

α(r′, r′′, E) as function of x = x′ = x′′ near the isolated stationary point x = x∗ = 0
to second order, we write

Φ∗
α ≡ S∗

α(r′, r′′, E) = SA(E) +
1
2
J⊥ (x − x∗)2 , (18)

where SA(E) = 2πM Iy(E) is the action along the orbit A, Iy(E) is given by Eq. (2)
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at Ey = E∗
y = E (I∗x = 0), and M is its repetition number,

J⊥ =
(

∂2Sα

∂x′ 2
+ 2

∂2Sα

∂x′∂x′′ +
∂2Sα

∂x′′ 2

)∗

x′=x′′=x

=
(
−∂p′x

∂x′ − 2
∂p′x
∂x′′ +

∂p′′x
∂x′′

)∗

x′=x′′=x

.

(19)
Substituting the expansion (18) of the action phase Φ∗

α into the exponent, we take
the pre-exponent factor of the integral over x at the stationary point x∗ determined
by Eq. (17), i.e. at the isolated periodic orbit A, according to Eq. (9) for both x∗
and p∗x values. With the corresponding transformation of x to a new dimensionless
integration variable, leading to another error function, as explained above, we finally
obtain

δg
(0)
scl (E) = Re

∑
M≥1

TA

π�
√|FA|

erf
(Z+

A

)
erf
(Y+

A

)
exp

[
i

�
SA(E) − iπ

2
µA

]
. (20)

Here, TA = 2π/ωy is the period of the primitive orbit A (without its repetitions),
FA is the Gutzwiller stability factor,

FA = −
(
−∂p′x

∂x′ − 2 ∂p′x
∂x′′ + ∂p′′x

∂x′′
∂p′x
∂x′′

)
A

= Tr MA − 2 = −4 sin2

(
M

2
TA

)
, (21)

where MA is the stability matrix. The complex arguments of the error functions are
given by

Z+
A =

√
iπ M KA

�
b
(0)
A E, Y+

A =
√

iπ FA

16M�KA
, (22)

where b
(0)
A is approximately 1/2 (see Appendix B). In these derivations, we have

expressed the finite integration limits in terms of two invariants, the curvature KA,
given in Eq. (13), and the Gutzwiller stability factor FA, given in Eq. (21),2),9)

for the isolated orbits A by using Eq. (4), standard Jacobian transformations, and
the Liouville theorem for the conservation of the phase space volume in canonical
variables. For calculations of the asymptotic Maslov index µA related to the turning
and caustic points, we have used Maslov and Fedoryuk catastrophe theory10),13)–16)

(see Appendix A), and obtain µA = 1 + 4M . In addition, there is another phase
arising from the argument of the complex error functions in Eq. (20) for the isolated
orbit A, as in Eq. (14) for families. The total Maslov phase changes smoothly across
the bifurcation points. Note that for integrable systems, the stability factor FA [see
Eq. (22)] causes no change in the sign at the bifurcation points, in contrast to the
situation for non-integrable systems, for instance, the non-integrable Hénon-Heiles
Hamiltonian.

For energies E asymptotically far from the bifurcation points Ebif , both error
functions in Eq. (20) approach 1, and we immediately arrive at the Gutzwiller trace
formula2),4),9) for isolated orbits A,

δgscl(E) =
1
π�

Re
∑
M≥1

TA√|FA|
exp

{
i

�
SA(E) − iπ

2
µA

}
. (23)
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We could derive the same Gutzwiller asymptotic formula (23) directly in Cartesian
phase-space variables by calculating the trace integral in Eq. (6) over the perpendic-
ular variables within the SSPM.2),9)

Taking the opposite limit, E → Ebif , to the bifurcation, we obtain a smooth
finite result, in contrast to the divergences of the Gutzwiller trace formula, because
of the exact cancellation of the singularity as

√
FA → 0 from the denominator and

the second error function of the argument Y+
A , which behaves as Y+

A ∝ √
FA → 0,

in Eq. (20). Another singularity of the SSPM due to the infinite curvature KA in
the limit to the barrier energy E → Eb (an infinitely dense bifurcation point or
separatrix) is removed similarly, due to the finite limits (22) in the ISPM oscillating
level density (20) for isolated orbits, and, moreover, it becomes zero there.

Note that the contribution of the isolated orbits A, given by Eq. (20), differs from
Eq. (11) that is similar to the Poisson summation trace formula, because of the second
error function erf(Y+

A ), which seems to be beyond the approximation based on the
assumption in Ref. 6) that the trace integrand in Eq. (10) is independent of the angle
variables. The equivalent derivations of the Gutzwiller trace formula, asymptotically
from the ISPM trace formula (20) for the isolated orbits A and directly from the
phase-space trace formula (6) using the SSPM, seem to be more consistent with each
other than with another SSPM approach based on the endpoint contributions to the
EBK Poisson summation trace formula.26) Note also that the ISPM trace formula
(20) for isolated orbits A is more general than these endpoint contributions, because
it is valid near the bifurcations.

3.4. Total trace formula

The total ISPM trace formula of the level density gscl(E) for the IHH Hamil-
tonian is given by the sum over the contributions of the (extended) Thomas-Fermi
average density9) and the contributions of all periodic orbits, including the families
δg

(1)
scl (E) of Eq. (14) and the isolated ones δg

(0)
scl (E) of Eq. (20):

gscl(E) = gTF(E) + δg
(1)
scl (E) + δg

(0)
scl (E)

= gTF(E) + Re
∑
β

Aβ(E) exp
[

i

�
Sβ(E) − iπ

2
µβ

]
. (24)

This trace formula has the correct finite asymptotic limits to the SSPM, the Berry
and Tabor result5) for the families B and T, and Gutzwiller trace formula2) for
isolated orbits A as well as to the HO trace formula (see Appendix B and Refs. 9)
and 26)). The ISPM contribution (14) of the family B converges to half of the HO
trace formula. As shown in Appendix B, its other half is obtained as the limit of the
ISPM contribution (20) of the isolated orbits A.

The level density gscl(E) coarse grained using a Gaussian weight function with
averaging parameter γ can also be expressed analytically as a sum over periodic
orbits β, as in Eq. (24), but with an additional factor exp[− (MTβγ/�)2] for each
term.4),9)

The semiclassical periodic-orbit expansion for the Strutinsky shell structure en-
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ergies is given by4),9),10),12)

δE(N) = 2
∑
β

(�/MTβ(EF ))2 δgβ(EF ), with N = 2
∫ EF

0
dE g(E), (25)

where δgβ is the β component of the periodic-orbit sum in Eq. (24), δg = δg(1) +
δg(0) =

∑
β δgβ. The spin degeneracy is explicitly taken into account by the factor

of 2. Note that the contribution of long periodic orbits to the energies is suppressed
due to the factor of (�/MTβ)2.

§4. Comparison with quantum mechanics

We now compare the ISPM level densities and shell structure energies with
those of quantum mechanics. Figures 3 and 4 display the ISPM and SSPM complex
amplitudes Aβ [the moduli |Aβ| and their arguments, including the Maslov index
µβ through the total Maslov phase µβ(E) = µβ − 2arg(Aβ(E))/π] for the families
B (1, 1) and T (20, 19). The results of the Poisson summation trace formula (11),
derived using a more exact trace integration with the limits from 0 to b

(1)
β E of

Eq. (16) related to the family B are also plotted. As seen from the upper panel
of Fig. 3, the ISPM amplitude |AB| for the family B has the correct limits to a
half of the HO amplitude AHO at E = 0 and to the Berry and Tabor (SSPM)
asymptotics5),26) for larger E. Also note that there is good agreement with the
Poisson (P,B) results, which improves as the energy decreases. The other half of
the HO amplitude, AHO, is provided by the ISPM amplitude (20) for the isolated
orbits A in the HO limit E → 0. The latter amplitude is also in good agreement
with that of the Gutzwiller trace formula2),9) for energies E asymptotically far from
the bifurcation energy Ebif = 0. Note that we have enhancement of the amplitude
of family B (ISP,B and P,B) slightly to the right of the bifurcation point E = 0 also
for the orbit A. This enhancement is related to a local change of the degeneracy
(symmetry) parameter by two units for the orbits A and by one unit for the family
B in the HO limit. Note that the ISPM amplitude |A| for the orbit A becomes zero
at the barrier energy E = Eb, in contrast to the divergence of the SSPM. The lower
panel reveals a similarly good agreement of the ISPM total Maslov phases µβ(E)
with their asymptotic SSPM and more exact Poisson trace formula (11).

In Fig. 4, there are many more bifurcations, which become infinitely dense at
the barrier energy Eb, but there is also nice agreement with the SSPM and Poisson
(P,T) approximations for the ISPM amplitude |Aβ | and Maslov phases µβ(E). This
figure is reminiscent of the bifurcation scenarios for hyperbolic orbits bifurcated
from repeated short diameters in elliptic billiard systems.10) As in elliptic billiards,
we have enhancement of the amplitude for the family slightly to the right of the
bifurcation point, but the ISPM amplitude of the orbit A (ny = 19) has a maximum
exactly at the bifurcation. As seen in Fig. 4, all divergences of the SSPM density
amplitudes are removed by the ISPM. In particular, the ISPM amplitude |A| for
the orbit A tends to zero in the barrier energy limit, E → Eb. We also emphasize
that there is enhancement of the amplitude due to the increase of the symmetry
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result for the isolated orbits A, and the thick solid line (ISP,B) represents the family B; the
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trace formula (11).

0 20 40 60 80 100
0

4

8

12

0 20 40 60 80 100

-1

-0.5

0

0.5

1

µ
|A

|

E

ISP,T

SSP,A

ISP,A

ISP,A

SSP,A

ISP,T SSP,T

20:19

SSP,T

HO

P,T

P,T

Fig. 4. The same as Fig. 3, but for the family T (20, 19).

parameter K by 1 for orbits A locally near the bifurcation point and slightly to the
right of the bifurcation for the corresponding bifurcating family T.

Semiclassical and quantum level densities for ε = 0.04, 0.08 and 0.1 are compared
in Figs. 5, 6 and 7, respectively. Our ISPM semiclassical trace formula, (24), is in
good agreement with the quantum densities for both the gross shell (γ = 0.1) and
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γ = 0.03 (rather fine shell structures) for ε = 0.04. The thin solid, thick solid and dotted curves

represent the quantum, ISPM and SSPM results. The arrow located on the right side of the

bottom panel indicates the barrier energy.

finer (γ = 0.03) structures. In order to obtain convergence of the POT sums in
Eq. (24) with the averaging parameter γ = 0.03, we have to include Mnx and Mny

up to the maximal value 16, which is a factor of two larger than in the case γ = 0.1.
We also have good asymptotics to SSPM between successive bifurcations, as

well as in the HO limit E → 0, for all values of ε. For the gross shell structure
(γ = 0.1), even the SSPM densities are in good agreement with the quantum results
almost everywhere, except in small regions near the bifurcations of the short periodic
orbits entering into the trace sum. For smaller γ, significantly longer periodic orbits
enter into the trace sum, and they experience bifurcations very frequently. (See the
frequent divergences of the SSPM density in Figs. 5–7.) In such cases, as compared
with the quantum results, the ISPM becomes a much better approximation than the
SSPM over almost the entire energy region between successive bifurcations.

Figures 8–10 compare the semiclassical and quantum shell structure energies
δE. The SSPM and ISPM energies are given by Eq. (25), and the quantum results
are obtained using the Strutinsky shell correction method (see Appendix C for de-
tails). As seen from these figures, the ISPM shell structure energies are also in nice
agreement with the quantum results, exactly up to the barrier energy. It is seen
that the ISPM significantly improves the SSPM, as in the case of oscillating level
densities, where the SSPM suffers divergences due to the bifurcations. We also find
that there are good asymptotics to the HO and SSPM limits of the ISPM shell struc-
ture energies, except for such divergences. Increasing the particle number N and the
“deformation” parameter ε, we obtain a more dense bifurcation cascade. However,
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the ISPM still solves the bifurcation problems well enough for calculations of the
shell structure energies as well as the averaged level densities.
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Figs. 5–7.

§5. Conclusions

We derived the semiclassical trace formula (24) for the integrable version of the
Hénon-Helies Hamiltonian using the ISPM within the EGA, starting from the general
phase-space trace formula for the level density (6). This formula was obtained as
the periodic-orbit sum of the separate contributions of families and isolated periodic
orbits related to continuous and isolated stationary points in the “perpendicular”
phase-space variables, respectively.

The ISPM trace formula for the single-particle level density (24) averaged ana-
lytically for gross-to-fine shell structures and the corresponding expressions for shell
structure energies can be applied to any dense cascade of bifurcations near the po-
tential barrier. The ISPM trace formulas (24) and (25) are continuous through all
symmetry-breaking points, including the known harmonic oscillator limit, and all
other bifurcations up to the barrier energy. They also have the correct and straight-
forward SSPM Berry-Tabor and Gutzwiller asymptotics far from the bifurcations in
the case that they exist.

We point out that the only stationary-phase points were taken into account in the
ISPM derivations of the trace formula (24). In our approach, the endpoints, which
belong to the boundary of the phase-space volume occupied by classical trajectories,
are the stationary-phase points corresponding to the B family and the isolated peri-
odic orbit A (with repetitions). The latter is regarded as the limit value of the infinite
sequence of internal stationary points found from the resonance equation (5). Thus,
the complete trace formula for any integrable system can be obtained as a sum of
only stationary points if we take into account all of them, including those related to
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Fig. 10. The same as in Fig. 8, but for ε = 0.1.

long-time orbits.38) Note also that some other � end corrections are included already
in the periodic orbit sums (14) for families and (20) for isolated orbits through the
finite limits in the error integrals as the stationary-point contributions within the
same ISPM.

The contribution of the isolated orbits A, given by Eq. (20), is an additional
term to Eq. (14) for the families B and T. The latter was derived in the ISPM from
Eq. (11), which is reminiscent of the Poisson summation trace formula of the EBK
with respect to its analytical structure, but is actually different due to the restrictions
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on the summation integers. These two ISPM trace formulas, Eq. (20) for A and
Eq. (14) for B and T orbits, are very different, due to the second error function of
the argument proportional to the Gutzwiller stability factor,

√
FA, in Eq. (20). The

ISPM trace formula (20) for the isolated orbits can be applied everywhere, including
all bifurcation points and the separatrix (potential barrier), and therefore, it is more
general than the Gutzwiller trace formula.2) In the ISPM, we found enhancement of
the shell-structure density amplitudes for both isolated and family orbits near the
bifurcation points which is related to the local increase of their degeneracy parameter
K. This can be understood by considering a rather general arguments of symmetry-
breaking, as in the case of elliptic and spheroidal box potentials.10)–12)

Our results for the coarse-grained level densities for several typical values of the
“deformation” parameter ε � 0.1 and the corresponding shell structure energies are
in good agreement with the quantum results. As ε increases, bifurcations become
more dense, but nevertheless, the good agreement of the ISPM densities with the
quantum results is maintained. From this comparison, in the case of finer shell-
structure averaging, we found large energy regions, with widths on the order of
a distance between successive bifurcations, where the ISPM is far superior to the
SSPM. The ISPM is generally applicable to any integrable system and can be helpful
also for non-integrable systems, such as the famous Hénon-Heiles Hamiltonian.
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Appendix A
Catastrophe Theory

In this appendix we outline catastrophe theory, basically following the presen-
tation of Refs. 13)–16), with the main focus on the points related to our bifurcation
problem of the ISPM. The catastrophe integral I(α, κ),

I(α, κ) =
∫ x+

x−
dxA(x, α) exp [i κ Φ(x, α)] , (A.1)

is regarded as a function of two dimensionless parameters, a small parameter α in the
Hamiltonian and a large one κ related to 1/� in the POT. The limits of integration
x± are some finite values. We assume that the integral (A.1) has the simplest (first
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order) caustic catastrophe point x∗(α) at α = 0 defined as(
∂Φ

∂x

)∗
= 0,

(
∂2Φ

∂x2

)∗
= 0,

(
∂3Φ

∂x3

)∗
= O (α0

)
, (A.2)

where the asterisk means that the derivatives are taken at x = x∗(0). The mixed
derivative (∂2Φ/∂x∂α)∗ is assumed to be of zeroth order in α, like the third deriv-
ative in Eq. (A.2). In order to remove the degeneracy of the two simple stationary
points and obtain the one caustic point given by Eq. (A.2), let us consider a small
perturbation of the catastrophe integral I(α, κ) given in Eq. (A.1) by slightly altering
α, and hence the phase function Φ(x, α) and the amplitude A(x, α), near the caustic
point α = 0. For any small nonzero α, we first consider the expansion of the action
Φ(x, α) in a Taylor series,

Φ(x, α) = Φ∗ +
1
2

(
∂2Φ

∂x2

)∗
(x − x∗)2 +

1
6

(
∂3Φ

∂x3

)∗
(x − x∗)3 + · · · , (A.3)

near the stationary point x∗(α). The star in this equation means that the derivatives
are taken at x = x∗(α), Φ∗ = Φ(x∗, α). For a small perturbation (i.e., small α), the
second derivative in Eq. (A.3) is nonzero, but small in the case of the simplest caustic
point (A.2). In particular, one may simply consider this derivative as the parameter
α. The third derivative of the phase Φ does not become zero near the caustic point
α = 0 for any considered α. The amplitude A(x, α) is also expanded near the
stationary point x∗(α), like the phase Φ(x, α) in Eq. (A.3). Here, we assume that
A(x∗, α) has finite nonzero limit α → 0.

For the asymptotic expansion κ → ∞, we can now truncate the expansion (A.3)
for the phase Φ(x, α) and the corresponding one for the amplitude A(x, α) at the
third and zeroth orders, respectively, keeping a small nonzero α, and substitute them
into the catastrophe integral I(α) (A.1). Then, using the linear transformation of
the coordinates,

x = x∗ + λ0 + λ z, λ0 = −(∂2Φ/∂x2)∗

(∂3Φ/∂x3)∗
, λ =

[
κ

2

(
∂3Φ

∂x3

)∗]−1/3

, (A.4)

one can reduce the catastrophe integral (A.1) to the analytical form

I(α, κ) = πλA∗ exp
(

i κ Φ∗ +
2i

3
w3/2

)
[Ai(−w, z−, z+) + i Gi(−w, z−, z+)] , (A.5)

with the extended Airy and Gairy integrals within finite limits:{
Ai
Gi

}
(−w, z1, z2) =

1
π

∫ z2

z1

dz

{
cos
sin

}(
−wz +

z3

3

)
. (A.6)

The argument w of these functions and the finite limits z± in Eq. (A.5) are given by

w =
(κ

2

)2/3
[

(∂2Φ/∂x2)2

(∂3Φ/∂x3)4/3

]∗
> 0, z± = λ−1 (x± − x∗) +

√
w. (A.7)
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As seen from the cubic form of the phase in Eq. (A.6), the caustic point can be
considered a crossing point of the two simple close stationary curves, z∗±(α) = ±√

w,
in the new variable z of Eq. (A.4) for any small nonzero α, which merge into one
caustic point z∗±(α) → 0, given in Eq. (A.2), in the limit α → 0. The final result
is the sum of the contributions of these stationary points. Note that according to
the first equation in Eq. (A.7), the value of w becomes large for any fixed nonzero
α as κ → ∞. Nevertheless, it is small for a large fixed finite nonzero κ when α
is small. However, we can may consider both cases using the same extended trace
formula (A.5), because the two parameters α and κ appear in Eq. (A.7) in terms of
one parameter, w.

For instance, for any small nonzero α, we can find a κ sufficiently large that w
can be large, and the two abovementioned stationary points, z∗±(α), are separated
sufficiently well. For definiteness, it is enough to consider z+ > 0 and z− < 0
and split the integration interval into two parts, from z− to 0 and from 0 to z+ in
order to separate the negative and positive internal stationary points, −√

w and
√

w,
respectively. For the second integral over positive z the upper integration limit z+ can
be extended to infinity, as in SSPM, because z+ ∝ κ1/3 	 1 and z+ 	 z∗+ =

√
w for

small α [see Eq. (A.7)]. Within this approximation, one can use the asymptotics37)

of the standard complete Airy and Gairy functions, Ai(−w) and Gi(−w), which
correspond to the limits z1 = z− = 0 and z2 = z+ = ∞ in Eq. (A.6) for w → ∞ in
Eq. (A.5). In this way, asymptotically far from the caustic point (A.2), we obtain the
same result as we would with the standard second-order expansion of the phase Φ at
a simple [with finite (∂2Φ/∂x2)∗] stationary point x∗ but with a shift of the phase Φ
by −π/2. The other part of the integral over the negative values of z, which includes
the negative stationary point, can obviously be considered in an analogous manner
with the change of the integration variable z → −z. Thus, the famous Maslov
theorem14) regarding the shift of the action phase Φ by −π/2 (Maslov index) at
each simple caustic point (A.2) of the classical trajectory (in particular, the periodic
orbit) in SSPM can be immediately proved by using Fedoryuk’s method formulated
in the first paper listed in Ref. 13). For the case of the turning point, we have the
conditions (A.2), replacing zero by ∞ in the second equation. In this case Fedoryuk
used the elegant linear coordinate transformation which reduces such singularity to
the caustic one, i.e. the second derivative of the phase Φ in a new variable becomes
zero [see the second paper in Ref. 13)]. Therefore, we obtain the same shift of −π/2
at each simplest turning point along the classical trajectory; i.e., the next part of
Maslov theorem14) concerning the Maslov index generated by such a turning critical
point is also proved within the same catastrophe theory of Fedoryuk.13)

We may also find such a κ for any small nonzero α for which w is small, but the
two stationary points for the action in the catastrophe integral (A.5) are separated
by a sufficient amount. We use this in the ISPM in order to obtain convergence
of expansions like Eq. (A.3) to second order and a sum over separate contributions
of different kinds of isolated and family orbits, as in the derivation of the Maslov
theorem, but within finite limits of integration. The latter is important because the
critical bifurcation point is formally a specific caustic which, however, belongs to the
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boundary of the classical motion (see the main text).

Appendix B
Harmonic Oscillator Limit

Let us consider the HO limit, E → 0, for the trace formula (24) (ωy → ωx = 1).
This limit is a specific bifurcation, Ebif = E∗

y = 0, where the two parameter (K = 2)
families of the HO are bifurcated into the one-parameter (K = 1) family B as the
symmetry parameter K decreases by one unit and the isolated (K = 0) orbits A as
K decreases by two units. Taking the limit E → 0 of the density amplitudes Aβ for
the family B in Eq. (14) and isolated orbits A of Eq. (20), we obtain (ny = 1)

A
(1)
B =

Tβ

π
√−iM�3Kβ

erf
(
Z−

β ,Z+
β

)
→ 2

�2
b
(1)
B E,

A
(0)
A =

TA

π �
√|FA|

erf
(Z+

A

)
erf
(Y+

A

)→ 2
�2

b
(0)
A E. (B.1)

We used the expressions in Eqs. (15) and (22) for the finite limits of the corresponding
error functions and expanded these functions in power series of small arguments. The
stability factor

√
FA in the denominator of the ISPM isolated-A-orbit trace formula

Eq. (20) goes to zero in the HO limit, as for all other bifurcations. However, this
singularity, which leads to the divergence of the standard SPM Gutzwiller trace
formula, is canceled in the ISPM by the same

√
FA coming from the linear term

of the first-order expansion of the error function of the argument Y+
A ∝ √

FA → 0
(FA/KA → 0). The curvatures KB and KA also become zero HO curvature in this
limit. However, there are similar cancellations of these singularities (

√
Kβ → 0)

from the denominators and numerators if we also take into account the linear terms
in expansion of the error functions in Eqs. (14) and (15) for family B and in Eqs. (20)
and (22) for the isolated orbit A. The action Sβ for both kinds of orbits, A and B,
tends to the same action SHO for the HO orbits: SB → SA → SHO = 2πME/�.
Thus, for the total oscillating level densities of Eq. (24), we obtain

δg(E) → δg
(1)
B (E) + δg

(0)
A (E) → 2

�2

(
b
(1)
B + b

(0)
A

) ∞∑
M=1

cos
(

M

�
2πE

)

=
2E

�2

∞∑
M=1

cos
(

M

�
2πE

)
. (B.2)

The second line here was obtained using the approximations appearing in Eq. (16)
for the integration boundary coefficient b

(1)
B , in the B component of the family trace

formula δg
(1)
scl given in Eq. (14), and 1/2 for b

(0)
A in the finite limit Eq. (22) of the

isolated-A-orbit contribution δg
(0)
scl appearing in Eq. (20). Note that in the derivation

of the HO limit, we used the specific boundaries b
(1)
B of Eq. (16) and b

(0)
A = 1/2 only

in the last transformation of Eq. (B.2).
These limits and orbits themselves are coupled in principle at the HO bifurcation

E = 0 into one two-parameter family of the HO and cannot be distinguished in
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this limit. However, we can formally separate them in this limit by assuming the
symmetry of these two kinds of orbits A and B at E = 0 and connecting them with
the different tori parts occupied by the two-parameter family manifold. It is natural
to connect B orbits with the tori part related to the energies Ey from 0 to E/2 and
A orbits with another part from E/2 to E, because the B families correspond to the
end-stationary point, Ey = E∗

y = 0, and A orbits to the other end-stationary point,
Ey = E∗

y = E, for all energies up to the barrier energy Eb.
For B families, we can now evaluate the transition region from its stationary

(bifurcation) point, E∗
y = Ebif = 0, up to the asymptotic region far from this HO

bifurcation by using the second-order expansion of the action phase Φα within the
ISPM which leads to a Gaussian form with the dispersion ∆B [see the second relation
in Eq. (16)]. Because of the relative smallness of ∆B for the B families in the
semiclassical limit, � → 0, the upper limit of the ISPM integration for the B family
contribution changes sharply from E/2 to E as the energy E is increased from zero
to the barrier value Eb within a small dispersion 2∆B. Therefore, this limit can
be approximated, for instance, as in Eq. (16). For the boundaries Eq. (22) of the
isolated A orbits, the lower limit of integration can be approximated simply by the
constant E/2, independently of the energy E, because the dispersion (transition
region) ∆A = 1/

√
πMnyKA/� (KA = KB at Ey = 0) decreases as the energy

increases, KA > KB, and the stationary point for the isolated A orbits is the endpoint
E∗

y = E, which gives the main contribution to the trace integral. The integration
limits for the Θ′

x variable can be approximated in a similar way.

Appendix C
Application of the Strutinsky Method to a Finite-Depth Potential

It is well known that a direct application of the Strutinsky shell correction
method fails in a threshold region because there exists no clear plateau.33),39),40)

The main reason for this problem is the absence of a sufficient number of discrete
levels when the Fermi level is close to the continuum, and there is thus a rapid change
of the average level density. Therefore, in order to calculate the shell structure en-
ergy δE up to the threshold energy Eb, we need discrete levels located approximately
a few major shells above the threshold.

One of the previous approaches to overcome this problem is based on accounting
for resonance states in the continuum, for instance, within the Green function for-
malism.32),41),42) However, we use the simpler method of discretizing the continuum
by introducing an infinite well at a suitably far distance from the barrier. We modify
the IHH potential as

V (x, y) =
1
2
x2 + Vy(y), Vy(y) =




1
2
y2 − ε

3
y3, y ≤ yb =

1
ε
,

Eb =
1

6ε2
, yb < y ≤ yw = 1.2yb,

∞, yw < y.

(C.1)

This modification leads to only very small changes in the energy levels below the
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threshold, and it has almost no effect on the shell structure energy in this energy
region. We next transform the single-particle spectrum {Ei} (i = 1, 2, 3, · · · ) to one
whose average level density is a simple function f(w):

g̃(E)dE = f(w)dw. (C.2)

For f(w) = w, we obtain new levels {wi} as

w2
i = w2

i−1 + 2
∫ Ei

Ei−1

gTF(E)dE (i ≥ 1), w0 = E0 = 0, (C.3)

where we have used the Thomas-Fermi approximation9) gTF(E) for the average den-
sity g̃(E). Then, we apply the Strutinsky method33) to the new spectrum {wi} and
calculate the shell occupation numbers δni. Finally, the shell structure energy δE is
obtained as

δE = 2
∑

i

Eiδni. (C.4)

In this procedure, we can always obtain a clear plateau for the stability of δE as a
function of a parameter of the smoothing of the occupation numbers ni.

Note that a similar method with the transformation (C.2) for the case in which
w is related to the particle number is suggested in Refs. 39) and 40). The method
based on the transformation (C.2) is general and can be applied to the single-particle
spectra of any potentials with finite depth. Moreover, it is much simpler than the
methods mentioned above.
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