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PAPER

Tradeoff Relationship between Fidelity and Latency in Interactive
Audio-Video Applications over IP Networks

Yoshihiro ITO†a), Member and Shuji TASAKA†b), Fellow

SUMMARY Interactive audio-video applications over IP networks
have subjective tradeoffs between fidelity and latency owing to packet
buffering at the receiver. Increasing the buffering time improves the fidelity,
whereas it degrades the latency. This paper makes the subjective tradeoff
between fidelity and latency clear in a quantitative way. In addition, we
examine the effect of tasks on the subjective tradeoff. In evaluating the ef-
fect of tasks, we use two tasks according to ITU-T Recommendation P.920.
An experiment was conducted to measure user-level QoS of an interactive
application with the psychometric methods. We then investigate the sub-
jective tradeoff quantitatively by QoS mapping. The experimental results
confirm that there exists the buffering time which makes user-level QoS the
highest. The results also show that the optimum buffering time depends on
the kind of task.
key words: user-level QoS assessment, interactive audio-video applica-
tion, subjective tradeoff

1. Introduction

In audio-video transmission over IP networks, its temporal
structure can be easily disturbed by delay jitter of packets.
The disturbance decreases fidelity of the audio-video stream.

The impairment of the fidelity can be remedied by a
playout buffer in the receiver; packets which arrive at the
receiver are stored in its buffer so that the delay jitter can
be absorbed. We refer to the packet delay caused by the
playout buffer as the buffering time. To absorb larger delay
jitter, more buffer space is required.

On the other hand, the utilization of the playout buffer
increases latency because of the buffering time. The latency
is the difference between the time when media are gener-
ated at the sender and the time when the media are output at
the receiver. The increase of the latency causes degradation
of interactivity between users in interactive audio-visual ap-
plications, such as TV conferences. Thus, larger buffering
time does not always contribute toward improving quality in
those applications.

In interactive audio-visual applications, users’ subjec-
tive quality is important. It is affected by the fidelity and
the latency. Increase of the buffering time improves the fi-
delity, while the latency rises. That is, in the interactive
audio-visual applications, there exists a subjective tradeoff
between the fidelity and the latency by the buffering control.
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Therefore, regardless of a buffering control scheme, it is im-
portant to find appropriate buffering time which makes sub-
jective quality high in the interactive audio-visual applica-
tions. The subjective quality corresponds to user-level QoS
in the context of the network architecture.

In general, QoS has a layered structure. For exam-
ple, Tasaka and Ishibashi [1] identified six levels of QoS:
physical-level, node-level, network-level, end-to-end-level,
application-level and user-level. The user-level QoS is sub-
jective one. On the other hand, the fidelity and the latency
are application-level QoS.

We can find many studies on application-level QoS for
audio only or video only in interactive applications. For ex-
ample, see [2] through [7]. In the great majority of papers,
however, buffering control is the main subject; they do not
assess user-level QoS.

On the other hand, few researches report the effect of
buffering control on user-level QoS of both audio and video
transmission. Even, these researches treat only the fidelity.
For example, Kouvelas et al. [8] showed that a reconstruc-
tion buffer must be added to a video system for lip synchro-
nization. In [8], the effectiveness of lip synchronization is
confirmed by subjective assessment. Steinmetz [9] assumed
that audio and video are individually buffered to absorb de-
lay jitter; he investigated the tolerance of skew, which is
difference between audio delay and video one caused by
buffering control.

Thus, in the literature, we had found no study that treats
the subjective tradeoff between the fidelity and the latency
caused by buffering control in interactive audio-visual ap-
plications.

Then, the authors addressed themselves to this problem
and showed the subjective tradeoff between fidelity and la-
tency in [10]. However, in [10], the tradeoff is not clarified
enough. Moreover, the study treats only one specific task.

The purposes of the paper are two-hold: One is to show
the subjective tradeoff between fidelity and latency clearly.
The other is to investigate the effect of tasks on the tradeoff.
In order to assess the user-level QoS, we utilize the psycho-
metric methods [11]. The psychometric methods have been
proposed in the psychological field and are effective in as-
sessment of human subjectivity. Moreover, to investigate
the tradeoff quantitatively, we utilizes QoS mapping from
application-level to user-level. As a QoS mapping method,
we use the multiple regression analysis.

The rest of the paper is organized as follows. Section 2
introduces a method of assessing user-level QoS with psy-
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chometric methods. Section 3 describes application-level
QoS parameters we use in this paper. Section 4 explains
our experiment. We show our results and consideration in
Sect. 5.

2. Psychometric Methods for User-Level QoS Assess-
ment

2.1 Four General Classes of Measurement Scales

Before we explain the psychometric methods, let us con-
sider four general classes of measurement scales which rep-
resent human subjectivity. In general, we can define four ba-
sic types of the measurement scales according to the math-
ematical operations that can be performed legitimately on
the numbers obtained by the measurement; from lower to
higher levels, we have nominal, ordinal, interval and ratio
scales [11]. In the nominal scale, we use a number only
as a label for a class or a category. The numbers assigned
in the ordinal scale have the property of rank order. In the
interval scale, numerically equal distances stand for empir-
ically equal distances in some psychological aspect of ob-
jects. However, the origin and the unit of the interval scale
are meaningless. In the ratio scale, the unique origin can be
determined in addition to the property of the interval scale.
Since almost all the statistical procedures can be applied to
the interval scale and the ratio scale, it is desirable to repre-
sent the user-level QoS by an interval scale or a ratio scale.
In this paper we utilize an interval scale since it is generally
easier to calculate an interval scale than a ratio scale.

2.2 Psychometric Methods

In [10], [12] and [13], to obtain an interval scale as user-level
QoS parameter, we adopted two psychometric methods: the
method of paired comparisons and Thurstone’s law of com-
parative judgment [11] and the method of successive cate-
gories [11]. Reference [12] assesses the user-level QoS of
audio-video transmission by the method of paired compar-
isons and Thurstone’s law of comparative judgment. Ref-
erences [10] and [13] utilize the method of successive cate-
gories. The method of paired comparisons and Thurstone’s
law of comparative judgment can give more accurate val-
ues of the interval scale but takes longer experimental time
than the method of successive categories. In this paper, we
utilize the method of successive categories. The method of
successive categories is introduced in the next subsection.

2.3 Method of Successive Categories

In the method of successive categories, a subjective score is
measured by the rating-scale method [11]. In the method,
experimental subjects (or observers) classify each stimulus
into one of a certain number of categories. Note that a stim-
ulus means an object, such as audio and video, for evalu-
ation. Each category has a predefined number. For exam-
ple, “excellent” is assigned 5, “good” 4, “fair” 3, “poor” 2

and “bad” 1. However, the numbers assigned to the cate-
gories only have a greater-than-less-than relation between
them, that is, the assigned number is nothing but an ordi-
nal scale. Therefore, it is not desirable to use the assigned
number for obtaining the user-level QoS parameter.

In order to obtain an interval scale as the user-level QoS
parameter, we first measure the frequency of each category
with which the stimulus was placed in the category by the
rating-scale method. With the law of categorical judgment
[11], we can translate the frequency obtained by the rating-
scale method into an interval scale. We can apply almost all
the statistical operations to the scale.

2.4 The Law of Categorical Judgment

The law of categorical judgment makes the following as-
sumptions. Let the number of the categories be m+1. When
stimulus j ( j = 1, · · · , n) is presented to a subject, a psy-
chological value designated by s j occurs on a psychologi-
cal continuum, which is an interval scale, in him/her. For
the m + 1 categories, their boundaries have values on the
interval scale. We denote the upper boundary of category g

(g = 1, · · · ,m+1) by cg and define c0
∆
= −∞ and cm+1

∆
= +∞.

The subject classifies n stimuli into the m + 1 categories
(n > m + 1) by comparing s j with cg. If cg−1 < s j ≤ cg,
then stimulus j is classified into category g. The categories
can be arranged in a rank order, in the sense that each stim-
ulus in category g is judged to have a psychological value
which is “less than” the one for any stimulus in category
g + 1. This statement holds for all values of g from 1 to
m. The variable cg is normally distributed with mean tg and
standard deviation dg. Also, the variable s j is normally dis-
tributed with mean Rj and standard deviation σ j. Then, we
can consider Rj as an interval scale. In this paper, we re-
fer to the obtained interval scale as psychological scale and
treat it as a user-level QoS parameter.

Since the law of categorical judgment is a suite of as-
sumptions, we must test goodness of fit between the ob-
tained interval scale and the measurement result. Mosteller
[14] proposed a method of testing the goodness of fit for a
scale calculated with Thurstone’s law of comparative judg-
ment [11], which we use in [12]. The method can be applied
to a scale obtained by the law of categorical judgment. In
this paper, we use Mosteller’s method to test the goodness
of fit.

3. Application-Level QoS Parameters

In this paper, we consider the fidelity and the latency as
application-level QoS. Thus, in order to treat them quan-
titatively, we need to express them in terms of some
application-level QoS parameters.

In this paper, we assume that the fidelity indicates how
exactly the temporal structure of media is preserved. There-
fore, the fidelity relates to media synchronization quality
[1]. The media synchronization is defined for multimedia
in general. In this paper, however, we treat only two types
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of media: audio and video.
The media synchronization for audio and video can be

classified into intra-stream synchronization and inter-stream
synchronization [15]. The former indicates the continuity
of a single stream (audio or video), while the latter is syn-
chronization between an audio stream and the correspond-
ing video one. We consider measures of media synchro-
nization quality as application-level QoS parameters about
the fidelity.

In order to represent media synchronization quality,
Ref. [12] uses nine application-level QoS parameters. We
use seven application-level QoS parameters out of the nine
in [12]. First, we adopt the coefficient of variation of output
interval, which is defined as the ratio of the standard devia-
tion of the MU output interval of a stream to its average. MU
stands for “media unit,” which indicates an information unit
for media synchronization. This parameter is denoted by Ca

for audio and by Cv for video. Second, we use the MU loss
ratio for audio La and that for video Lv, which are the ratio
of the number of lost MUs to the total number of generated
MUs. Third, we treat the mean square error of intra-stream
synchronization, which is defined as the average square of
the difference between the output interval of MU at the des-
tination and the generation one at the source. We denote it
by Ea for audio and by Ev for video. These six parameters
indicate the intra-stream synchronization quality.

The QoS parameter for the inter-stream synchroniza-
tion is the mean square error Eint, which is defined as the
average square of the difference between the output-time
difference of the audio and corresponding video MUs and
their timestamp difference. We use the seven application-
level QoS parameters introduced so far as the fidelity mea-
sure.

Note that, in [12], the average MU rate for audio or that
for video, which is defined as the average number of (either
audio or video) MUs output in a second at the destination,
is adopted. Since the MU loss ratio highly correlates with
the average MU rate, we do not treat the average MU rates
in this paper.

For the purpose of examination of the application-
level QoS from a latency point of view, we evaluate two
application-level QoS parameters which are used in [10]:
the average MU delay of audio and that of video. The aver-
age MU delay is the average time in seconds from the mo-
ment an MU is generated until the instant the MU is output.
We denote it by Da for audio and by Dv for video.

4. Experiments

4.1 Experimental Environment

This paper sets up an experimental environment shown in
Fig. 1. In the experimental environment, a pair of subjects
sit in front of their terminals, and each terminal transmits
a pair of audio-video streams of the subject to each other
over a network emulator which produces delay jitter. The
subjects assess the output audio-video stream subjectively.

Fig. 1 Experimental environment.

Table 1 Specifications of audio-video streams.

audio video
coding unsigned MPEG1
scheme 8 bit PCM
image - 240×180

size [pixels]
picture - IPPP
pattern
average 400 3138

MU size [byte]
average 20 20

MU rate [MU/s]
average 50.0 50.0

MU interval [ms]
average 64 502

bit rate [kb/s]
playout 20 20
time [s]

Each terminal can perform the buffering control. By ad-
justing the buffering time at the terminals, we can realize
the tradeoff between the fidelity and the latency. If we in-
crease the buffering time, the fidelity improves, but the la-
tency rises. Conversely, if we reduce the buffering time, the
latency decreases, but the fidelity deteriorates.

The audio-video streams are encapsulated in UDP
datagrams. The media specifications of the audio-video
streams are shown in Table 1.

To investigate the effect of tasks on the subjective trade-
off between the fidelity and the latency, we gave orders for
the subjects to perform two tasks in the subjective assess-
ment of the audio-video streams. Considering ITU-T Rec-
ommendation P.920 [16], we selected two tasks: Task 1 and
Task 2. In Task 1, each pair of subjects take turns in count-
ing. In Task 2, one subject imitates the motion of the other.
They change their roles alternately. Task 1 is performed to
evaluate the effects of speech delay on communication qual-
ity. Task 2 is to evaluate the effects of audiovisual delay
and/or transmission errors on communication quality.

The subjects assess their subjectivity of the audio-video
stream with the rating-scale method. In this method, we use
five categories (i.e., m = 4) of impairment:“imperceptible”
assigned integer 5, “perceptible, but not annoying” 4,
“slightly annoying” 3, “annoying” 2, and “very annoying”
1.

Two terminals are connected to each other via a net-
work emulator (NistNet) [17]. The network emulator can
delay packets according to a specified probability distribu-
tion.

In this experiment, we delayed packets according to
Pareto-normal distribution to emulate packet delay of the
Internet. Reference [18] shows that Pareto distribution is
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the most appropriate model of tail-parts of packet delay dis-
tributions in the Internet. It also indicates that the normal
or the log-normal distribution is an appropriate model of
the entire packet delay distribution in the Internet. There-
fore, we have chosen Pareto-normal distribution, which is
the normal distribution with Pareto tail, as the distribution
of delay.

We set the mean of delay to 50, 100 and 150 ms. Also
we chose 20, 40 and 60 ms as the standard deviations of
delay. It should be noted that NistNet delays packets ac-
cording to a specified distribution. When the value of the
random variable for the distribution becomes negative, Nist-
Net sets the actual delay to 0. As a result, if the frequency
with which the value of the random variable becomes neg-
ative increases, the distribution of delay is extremely dis-
torted compared with the expected distribution. Therefore,
we should utilize the distribution whose probability of being
negative is sufficiently small. Thus, we set the standard de-
viation of delay so that it does not exceed half of the mean.
For example, when the mean of delay is 50 ms, we set the
standard deviation of delay to only 20 ms. If the mean of
delay is 100 ms, we set the standard deviation of delay to 20
and 40 ms. Consequently, we utilized 6 combinations of the
mean and the standard deviation.

4.2 Scheme for Buffering Control

In order to change the buffering time at the terminals in
our experimental environment, we utilize a simple buffering
control scheme, which is introduced below.

For a description of the scheme, we define the follow-
ing notations for stream j ( j = 1 for audio, and j = 2
for video). Firstly, we let T ( j)

n (n = 1, 2, · · ·) denote the
timestamp of the n-th MU in stream j, which is attached

when it generates, and define σ( j)
n,m

∆
= T ( j)

m − T ( j)
n (n ≤ m;

m = 1, 2, · · ·). Secondly, let Jmax be an estimate of the maxi-
mum network delay jitters. In order to absorb delay jitters at
the receiver, we set the initial buffering time to Jmax. Thirdly,
let A( j)

n and D( j)
n represent the arrival time and output time,

respectively, of the n-th MU in stream j at the destination.
Thirdly, let A( j)

n and D( j)
n represent the arrival time and output

time, respectively, of the n-th MU in stream j at the destina-
tion.

First, we determine the output time of the first MU
in each stream, which is also used to obtain the time-

origin for output control at the destination. Defining A1
∆
=

max
(
A(1)

1 , A
(2)
1

)
and T1

∆
= min

(
T (1)

1 , T
(2)
1

)
, we set the output

time of the first MU in stream j ( j = 1 and 2) to

D( j)
1 = A1 + T ( j)

1 − T1 + Jmax (1)

Next, we define the ideal target output time x( j)
n of the

n-th MU in stream j as

x( j)
1 = D( j)

1 (2)

x( j)
n = x( j)

1 + σ
( j)
1,n(n = 2, 3, · · ·) (3)

We calculate the output time of each MU with the ideal tar-
get output time.

If A( j)
n ≤ x( j)

n , D( j)
n is set to x( j)

n . Otherwise, the n-th MU
in stream j is dropped.

In our experiment, we vary the initial buffering time,
which is set to Jmax, to change the buffering time. We chose
ten values from 0 ms to 2000 ms as those of the initial buffer-
ing time.

4.3 Subjects

We used 50 subjects in the subjective assessment. The sub-
jects were non-experts in the sense that they were not di-
rectly concerned with audio and video quality as a part of
their normal work. They are male and female, and their ages
were between 20 and 25. It took about thirty minutes for a
subject to finish all assessment.

5. Experimental Results

5.1 Results of Application-Level QoS Assessment

Figures 2 through 10 plot measured application-level QoS
parameters, which were introduced in Sect. 3. The figures

Fig. 2 MU loss ratio for audio La versus initial buffering time.

Fig. 3 MU loss ratio for video Lv versus initial buffering time.
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Fig. 4 Mean square error of intra-stream synchronization for audio Ea

versus initial buffering time.

Fig. 5 Mean square error of intra-stream synchronization for video Ev
versus initial buffering time.

also show the 95% confidence interval on each measured
value.

Figures 2 and 3 display the MU loss ratio for audio ver-
sus the initial buffering time and that for video, respectively.
Note that the scales of the ordinate in the two figures are
different. From Figs. 2 and 3, we find that increase of the
initial buffering time decreases the MU loss ratio for audio
and that for video. The MU loss ratio for video takes higher
value than that for audio. This is because a video MU con-
sists of more than one IP packet while one IP packet com-
poses an audio MU. Moreover, when the initial buffering
time exceeds 300 ms, both MU loss ratio for audio and that
for video are 0.

Figures 4 and 5 denote the mean square error of intra-
stream synchronization for audio versus the initial buffering
time and that for video, respectively. They show that the
mean square error of intra-stream synchronization of audio
and that of video decrease as the initial buffering time in-
creases. When the initial buffering time is 300 ms or more,
both mean square errors of intra-stream synchronization are
very small; they are less than 20.

The coefficients of variation of output interval of au-

Fig. 6 Coefficient of variation of output interval for audio Ca versus
initial buffering time.

Fig. 7 Coefficient of variation of output interval for video Cv versus
initial buffering time.

dio and that of video are indicated in Figs. 6 and 7, respec-
tively. From these figures, we see that the value of the coeffi-
cient decreases as the initial buffering time increases. They
also show that the coefficient of variation of output inter-
val for video takes larger values than that for audio. This
was caused by the difference in MU size between audio and
video. An audio MU can be transmitted with a single IP
packet while a video MU consists of a few IP packets. Note
that even if only one of the packets which compose a video
MU arrives late, the output of the MU must be delayed.

Figure 8 indicates the mean square error of inter-
stream synchronization versus the initial buffering time.
From Fig. 8, we find that the mean square error of inter-
stream synchronization diminishes as the initial buffering
time grows. This is because more buffering time can absorb
larger delay jitter.

From Figs. 2 through 8, we can confirm that the fidelity
of the audio-video streams improves with the increase of the
initial buffering time. Moreover, a larger standard deviation
of added delay degrades the fidelity.

Figures 9 and 10 plot the average MU delay of audio
and that of video, respectively. These figures indicate that
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Fig. 8 Mean square error of inter-stream synchronization Eint versus
initial buffering time.

Fig. 9 Average MU delay for audio Da versus initial buffering time.

Fig. 10 Average MU delay for video Dv versus initial buffering time.

the average MU delay, that is, the latency, increases linearly
as the initial buffering time rises. Therefore, we can confirm
that the increment of the initial buffering time improves the
fidelity but increases the latency.

5.2 Calculation of User-Level QoS Parameter

Tables 2 and 3 indicate the measurement result for Task 1
and that for Task 2, respectively, by the rating-scale method.
Note that Category 5 corresponds to “imperceptible” impair-
ment, Category 4 “perceptible, but not annoying,” Category
3 “slightly annoying,” Category 2 “annoying” and Category
1 “very annoying,” as already stated in Sect. 4.2.

Each entry in this table represents the number of sub-
jects who classified the stimulus into the entry.

From Tables 2 and 3, we calculated psychological
scales, that is, user-level QoS parameter, with the law of
categorical judgment. To know the detail of the calculation
of psychological scale with the law of categorical judgment,
see [10] and [13].

Table 4 displays obtained the psychological scale, that
is, the value of the user-level QoS parameter.

To verify the obtained psychological scale, we have
performed Mosteller’s test. As a result of Mosteller’s test,
the null hypothesis that the obtained interval scale fits the
observed data cannot be rejected at significance level 0.05.
That is, if the hypothesis is right, the probability that the
hypothesis is rejected by mistake is less than 0.05. There-
fore, we consider that the obtained scale is appropriate for
the user-level QoS parameter.

We plot the calculated user-level QoS parameter for
Task 1 and that for Task 2 in Figs. 11 and 12, respectively.
Note that, in an interval scale, we can select an arbitrary ori-
gin and any unit of scale. For convenience, then, we set the
smallest value of the user-level QoS parameter to the origin.
From Figs. 11 and 12, we see that the value of the user-level
QoS parameter first grows as the initial buffering time in-
creases. Then, the value of the user-level QoS parameters
begin to decrease. From Figs. 2 through 10, we have found
that application-level QoS about the fidelity improves but
that about the latency deteriorates with the increment of the
initial buffering time. Therefore, we confirm the subjective
tradeoff between the fidelity and the latency caused by the
buffering control. Moreover, from these figures, we find that
the buffering time which makes the user-level QoS parame-
ter value the highest for Task 1 is smaller than that for Task
2 for each delay distribution. This means that Task 1 re-
quires higher interactivity than Task 2. These figures also
show that longer mean delay degrades user-level QoS more.

5.3 QoS Mapping

To investigate the subjective tradeoff between the fidelity
and the latency by increasing the initial buffering time quan-
titatively, we perform QoS mapping between application-
level QoS and user-level QoS. In [10], [12] and [13], the au-
thors perform QoS mapping between application-level QoS
and user-level one by multiple regression analysis. In this
paper, we also utilize multiple regression analysis for the
QoS mapping.

We consider the user-level QoS parameter and
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Table 2 Measurement result by the rating-scale method for Task 1.

Added delay Buffering Category
Ave. Std. Dev. time 1 2 3 4 5
[ms] [ms] [ms]
50 20 0 0 1 7 13 29
50 20 40 0 0 7 23 20
50 20 80 0 1 3 28 18
50 20 120 0 2 6 21 21
50 20 160 0 0 11 21 18
50 20 200 0 6 14 20 10
50 20 300 0 2 25 18 5
50 20 500 4 18 17 10 1
50 20 1000 26 19 3 2 0
50 20 2000 37 9 2 2 0
100 20 0 1 4 16 15 14
100 20 40 0 0 8 25 17
100 20 80 0 1 11 21 17
100 20 120 0 1 8 30 11
100 20 160 0 7 9 19 15
100 20 200 1 6 15 20 8
100 20 300 3 12 13 19 3
100 20 500 7 21 11 8 3
100 20 1000 25 20 2 3 0
100 20 2000 41 6 2 1 0
150 20 0 0 3 18 19 10
150 20 40 0 1 16 21 12
150 20 80 0 2 17 12 19
150 20 120 1 7 17 18 7
150 20 160 1 8 11 24 6
150 20 200 0 6 24 15 5
150 20 300 1 10 22 14 3
150 20 500 7 19 18 4 2
150 20 1000 29 14 3 4 0
150 20 2000 40 6 3 1 0
100 40 0 2 24 15 7 2
100 40 40 1 7 23 13 6
100 40 80 0 2 15 24 9
100 40 120 0 3 9 24 14
100 40 160 0 9 4 23 14
100 40 200 3 6 6 22 13
100 40 300 3 14 16 11 6
100 40 500 8 20 15 7 0
100 40 1000 22 22 3 3 0
100 40 2000 42 5 2 1 0
150 40 0 7 22 16 5 0
150 40 40 1 12 21 13 3
150 40 80 0 3 20 22 5
150 40 120 0 7 15 22 6
150 40 160 0 2 19 21 8
150 40 200 1 8 18 19 4
150 40 300 0 14 23 11 2
150 40 500 7 24 10 9 0
150 40 1000 22 18 6 3 1
150 40 2000 42 6 1 1 0
150 60 0 14 24 9 1 2
150 60 40 2 24 15 6 3
150 60 80 1 10 17 18 4
150 60 120 1 10 18 12 9
150 60 160 0 8 22 17 3
150 60 200 0 6 19 19 6
150 60 300 2 8 19 14 7
150 60 500 13 21 11 3 2
150 60 1000 27 18 2 2 1
150 60 2000 43 5 1 1 0

Table 3 Measurement result by the rating-scale method for Task 2.

Added delay Buffering Category
Ave. Std. Dev. time 1 2 3 4 5
[ms] [ms] [ms]
50 20 0 0 3 15 23 9
50 20 40 0 3 9 21 17
50 20 80 0 0 4 21 25
50 20 120 0 0 8 20 22
50 20 160 0 0 5 24 21
50 20 200 0 1 16 19 14
50 20 300 0 3 9 19 19
50 20 500 1 7 17 18 7
50 20 1000 8 24 16 2 0
50 20 2000 35 9 4 1 1
100 20 0 1 7 13 21 8
100 20 40 0 0 4 23 23
100 20 80 0 3 6 22 19
100 20 120 0 1 9 23 17
100 20 160 0 1 11 25 13
100 20 200 0 2 8 24 16
100 20 300 1 4 15 22 8
100 20 500 4 9 18 15 4
100 20 1000 9 25 12 4 0
100 20 2000 32 13 4 1 0
150 20 0 1 7 18 19 5
150 20 40 0 1 6 24 19
150 20 80 0 2 9 27 12
150 20 120 0 1 15 26 8
150 20 160 0 4 7 31 8
150 20 200 0 7 16 19 8
150 20 300 0 5 15 26 4
150 20 500 0 10 19 16 5
150 20 1000 14 23 9 4 0
150 20 2000 29 13 4 3 1
100 40 0 7 19 14 10 0
100 40 40 0 7 18 15 10
100 40 80 0 2 12 20 16
100 40 120 0 0 6 30 14
100 40 160 0 0 17 19 14
100 40 200 0 1 9 32 8
100 40 300 1 4 15 24 6
100 40 500 1 13 19 13 4
100 40 1000 9 25 11 3 2
100 40 2000 33 12 4 1 0
150 40 0 9 18 15 6 2
150 40 40 1 7 22 15 5
150 40 80 0 3 20 18 9
150 40 120 1 2 12 25 10
150 40 160 0 3 13 19 15
150 40 200 0 2 15 29 4
150 40 300 0 5 21 20 4
150 40 500 1 10 28 7 4
150 40 1000 7 24 13 5 1
150 40 2000 33 10 6 0 1
150 60 0 11 21 16 1 1
150 60 40 4 13 23 7 3
150 60 80 1 7 20 16 6
150 60 120 0 4 19 20 7
150 60 160 0 4 10 30 6
150 60 200 0 5 11 18 16
150 60 300 1 7 15 21 6
150 60 500 3 20 15 11 1
150 60 1000 11 28 9 2 0
150 60 2000 37 8 4 1 0
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Table 4 User-level QoS parameter.

Added delay Buffering Task
Ave. Std. Dev. time 1 2
[ms] [ms] [ms]
50 20 0 3.757 3.006
50 20 40 3.590 3.290
50 20 80 3.707 3.879
50 20 120 3.521 3.599
50 20 160 3.384 3.717
50 20 200 2.869 3.301
50 20 300 2.797 3.326
50 20 500 1.836 2.645
50 20 1000 0.601 1.257
50 20 2000 0.362 0.777

100 20 0 2.892 2.717
100 20 40 3.468 3.829
100 20 80 3.456 3.395
100 20 120 3.406 3.501
100 20 160 3.015 3.379
100 20 200 2.726 3.382
100 20 300 2.247 2.802
100 20 500 1.804 2.238
100 20 1000 0.683 1.309
100 20 2000 0.120 0.397
150 20 0 2.979 2.583
150 20 40 3.260 3.617
150 20 80 3.257 3.279
150 20 120 2.645 3.183
150 20 160 2.665 3.068
150 20 200 2.554 2.736
150 20 300 2.368 2.717
150 20 500 1.680 2.460
150 20 1000 0.732 1.140
150 20 2000 0.195 0.990
100 40 0 1.912 1.691
100 40 40 2.545 2.753
100 40 80 3.090 3.296
100 40 120 3.233 3.473
100 40 160 2.999 3.092
100 40 200 2.741 3.307
100 40 300 2.248 2.757
100 40 500 1.549 2.358
100 40 1000 0.769 1.507
100 40 2000 0.094 0.379
150 40 0 1.494 1.671
150 40 40 2.322 2.532
150 40 80 2.798 2.920
150 40 120 2.692 2.976
150 40 160 2.993 3.173
150 40 200 2.519 2.926
150 40 300 2.070 2.616
150 40 500 1.581 2.316
150 40 1000 1.116 1.540
150 40 2000 0.029 0.753
150 60 0 1.296 1.306
150 60 40 1.961 2.009
150 60 80 2.471 2.584
150 60 120 2.581 2.815
150 60 160 2.402 2.945
150 60 200 2.674 3.101
150 60 300 2.481 2.647
150 60 500 1.439 1.877
150 60 1000 0.906 1.045
150 60 2000 0.000 0.302

Fig. 11 User-level QoS parameter for Task 1 versus initial buffering
time.

Fig. 12 User-level QoS parameter for Task 2 versus initial buffering
time.

application-level QoS parameters as the criterion vari-
able and predictor variables, respectively. We select two
application-level QoS parameters as predictor variables; one
is an application-level QoS parameter about the fidelity and
the other is one about the latency. Therefore, we first se-
lect one parameter from among La, Lv, Ea, Ev, Ca, Cv and
Eint. Then, we adopt either Da or Dv. In this case, we must
consider 7×2 combinations of application-level QoS param-
eters as predictor variables. We try to select one combina-
tion of the application-level QoS parameters whose contri-
bution rate adjusted for degrees of freedom is the highest.
The contribution rate adjusted for degrees of freedom in-
dicates goodness of fit of the obtained multiple regression
line. However, in order to compare two QoS mapping lines
for Task 1 and Task 2 directly, we use the same parameters
as predictor variables, though the combination does not pro-
vide the highest contribution rate.

Tables 5 and 6 show contribution rates adjusted for de-
grees of freedom for the 14 combinations of the application-
level QoS parameters for Task 1 and those for Task 2, re-
spectively. From Table 6, we find that two combinations,
(Da, Ev) and (Dv, Ev) have the highest value of the contri-
bution rate for Task 2. In this paper, we select a parameter
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Table 5 Contribution rates adjusted for degrees of freedom for Task 1.

La Ea Ca Lv Ev Cv Eint

Da 0.906 0.898 0.894 0.900 0.901 0.889 0.905
Dv 0.905 0.897 0.893 0.900 0.901 0.888 0.904

Table 6 Contribution rates adjusted for degrees of freedom for Task 2.

La Ea Ca Lv Ev Cv Eint

Da 0.905 0.918 0.914 0.913 0.921 0.905 0.916
Dv 0.906 0.918 0.914 0.913 0.921 0.905 0.916

regarding audio and one concerning video. Therefore, we
choose (Da, Ev) as predictor variables for Task 2. On the
other hand, Table 5 shows that the combination (Da, Ev) also
have high value of the contribution rate for Task 1, though
it is not the highest. Then, we regard (Da,Cv) as predictor
variables for Task 1 and Task 2.

As a result of multiple regression analysis, we have the
multiple regression lines as follows:

S 1 = 3.310 − 1.701 × 10−3Da − 1.510 × 10−3Ev (4)

S 2 = 3.361 − 1.588 × 10−3Da − 2.346 × 10−3Ev (5)

where S 1 and S 2 are estimate of the user-level QoS param-
eter for Task 1 and that for Task 2, respectively.

From Eqs. (4) and (5), we find the following. When
we increase the initial buffering time, for example, we
suppose that the values of Da and Ev increase by ∆Da

and ∆Ev, respectively. The negative value of ∆Ev means
that the fidelity improves by the increment of the buffer-
ing time, while the positive value indicates that the fi-
delity deteriorates. In the same way, the negative value of
∆Da indicates the decrease of the latency, while the pos-
itive one stands for the increase of the latency. For Task
1, if
(
1.701 × 10−3∆Da + 1.510 × 10−3∆Ev

)
takes a negative

value, the user-level QoS parameter of Task 1 will gain by
increasing the initial buffering time. Otherwise, we should
not increase the initial buffering time. Comparing Eqs. (4)
and (5), we see that the absolute value of the coefficient of
Da in Eq. (4) is larger than that in Eq. (5). This means that
large latency causes subjective degradation for Task 1 more
than Task 2. This has been shown in Sect. 5.2.

By using Eqs. (4) and (5), we can estimate user-level
QoS from application-level one. Figures 13 and 14 depict
estimates of user-level QoS parameter for Task 1 and that for
Task 2, respectively. To investigate user-level QoS parame-
ter values around the peak values of them, in Figs. 13 and 14,
we show the result when the initial buffering time are less
than 1000 ms. From these figures, we can confirm the sub-
jective tradeoff between fidelity and latency more clearly.

6. Conclusions

In this paper, we investigated the subjective tradeoff between
the fidelity and the latency in an interactive audio-video ap-
plication. By experiment, we changed the initial buffering
time while assessing the user-level QoS with the method of
successive categories for two tasks. As a result, we clarified

Fig. 13 Estimate of user-level QoS parameter for Task 1 versus initial
buffering time.

Fig. 14 Estimate of user-level QoS parameter for Task 2 versus initial
buffering time.

the subjective tradeoff between the fidelity and the latency.
We also showed that the tradeoff is affected by the task.

We have some issues to be investigated as our future
work. First, we will treat other tasks than those in this pa-
per. Second, we will try other environments than that in
this paper. Especially, we will perform experiments in ac-
tual networks, such as the Internet. Finally, it seems feasible
to utilize the subjective tradeoff between the fidelity and the
latency for QoS control. We will study schemes for it and
implement them.
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