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PAPER

Bayesian Context Clustering Using Cross Validation for Speech
Recognition

Kei HASHIMOTO†a), Heiga ZEN†∗b), Nonmembers, Yoshihiko NANKAKU†c), Akinobu LEE†d),
and Keiichi TOKUDA†e), Members

SUMMARY This paper proposes Bayesian context clustering using
cross validation for hidden Markov model (HMM) based speech recog-
nition. The Bayesian approach is a statistical technique for estimating reli-
able predictive distributions by treating model parameters as random vari-
ables. The variational Bayesian method, which is widely used as an effi-
cient approximation of the Bayesian approach, has been applied to HMM-
based speech recognition, and it shows good performance. Moreover, the
Bayesian approach can select an appropriate model structure while taking
account of the amount of training data. Since prior distributions which
represent prior information about model parameters affect estimation of
the posterior distributions and selection of model structure (e.g., decision
tree based context clustering), the determination of prior distributions is
an important problem. However, it has not been thoroughly investigated
in speech recognition, and the determination technique of prior distribu-
tions has not performed well. The proposed method can determine reliable
prior distributions without any tuning parameters and select an appropriate
model structure while taking account of the amount of training data. Con-
tinuous phoneme recognition experiments show that the proposed method
achieved a higher performance than the conventional methods.
key words: Bayesian approach, speech recognition, HMM, context clus-
tering, cross validation

1. Introduction

In hidden Markov model (HMM) based speech recogni-
tion systems [1], accurate acoustic modeling is necessary
for reducing recognition error rate. The maximum likeli-
hood (ML) criterion is one of the standard criteria for train-
ing acoustic models in speech recognition. The ML crite-
rion guarantees to estimate the true values of the parameters
as the amount of training data infinitely increases. How-
ever, the performance of current speech recognition systems
is still far from satisfactory. In a real environment, there
are many fluctuations originating from various factors such
as the speaker, speaking style, and noise. A mismatch be-
tween the training and testing conditions often brings a dras-
tic degradation in performance. However, since the ML cri-
terion produces a point estimate of model parameters, the

Manuscript received June 30, 2010.
Manuscript revised October 25, 2010.
†The authors are with the Department of Computer Science,

Naogya Institute of Technology, Nagoya-shi, 466–8555 Japan.
∗Presently, with the Speech Technology Group, Toshiba Eu-

rope Research Ltb. Cambridge Research laboratory, Cambridge,
UK.

a) E-mail: bonanza@sp.nitech.ac.jp
b) E-mail: heiga.zen@crl.toshiba.co.uk
c) E-mail: nankaku@sp.nitech.ac.jp
d) E-mail: ri@nitech.ac.jp
e) E-mail: tokuda@nitech.ac.jp

DOI: 10.1587/transinf.E94.D.668

estimation accuracy may be degraded due to the over-fitting
problem when the amount of training data is insufficient.

On the other hand, the Bayesian approach considers
the posterior distribution of all variables [2]. That is, all the
variables introduced when models are parameterized, such
as model parameters and latent variables, are regarded as
random variables, and their posterior distributions are ob-
tained based on the Bayes theorem. The difference between
the Bayesian and ML approaches is that the target of esti-
mation is the distribution function in the Bayesian approach
whereas it is the parameter value in the ML approach. Based
on this posterior distribution estimation, the Bayesian ap-
proach can generally achieve more robust model construc-
tion and classification than the ML approach [3]–[5]. How-
ever, the Bayesian approach requires complicated integral
and expectation computations to obtain posterior distribu-
tions when models have latent variables. Since the acous-
tic models used in speech recognition (e.g., HMMs) have
the latent variables, it is difficult to apply the Bayesian ap-
proach to speech recognition directly with no approxima-
tion. Recently, the Variational Bayesian (VB) approach has
been proposed in the field of learning theory to avoid com-
plicated computations by employing the variational approx-
imation technique [6]. With this VB approach, approximate
posterior distributions are obtained effectively by iterative
calculations similar to the Expectation-Maximization (EM)
algorithm used in the ML approach. The VB approach has
been applied to speech recognition and it shows good per-
formance [7].

The VB approach has also been applied to the context
clustering [7], [8]. It is well known that contextual factors
affect speech. Therefore, context-dependent acoustic mod-
els (e.g., triphone HMMs) are widely used in HMM-based
speech recognition [9], [10]. Although a large number of
context-dependent acoustic models can capture variations in
speech data, too many model parameters lead to the over-
fitting problem. Consequently, maintaining a good balance
between model complexity and the amount of training data
is very important for obtaining high generalization perfor-
mance. The decision tree based context clustering [11] is
an efficient method for dealing with the problem of data
sparseness, for both estimating robust model parameter of
context-dependent acoustic models and obtaining predictive
distributions of unseen contexts. This method constructs a
model parameter tying structure which can assign a suffi-
cient amount of training data to each HMM state. The tree
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is grown step by step, choosing questions that divide the set
of contexts using a greedy strategy to maximize an objective
function.

The ML criterion is inappropriate as a model selection
criterion because it increases monotonically as the number
of states increases. Some heuristic thresholding is there-
fore necessary to stop splitting nodes in the context clus-
tering. To solve this problem, the minimum description
length (MDL) criterion has been employed to select the
model structure [12]. However, the MDL criterion is based
on an asymptotic assumption, therefore it is ineffective when
the amount of training data is small. On the other hand,
the Bayesian information criterion (BIC) [13] has been pro-
posed as an approximated Bayesian criterion. However,
since the BIC is practically the same as the MDL criterion,
The BIC is also ineffective when the amount of training data
is small. In contrast to the BIC, the model selection based on
the VB method has been proposed [7], [8]. The VB method
can select an appropriate model structure, even when there
are insufficient amounts of data, because it does not use
an asymptotic assumption. Therefore, the speech recogni-
tion framework which consistently applis the VB method
is effective for estimating appropriate acoustic models and
model structures.

The Bayesian approach has an advantage that it can uti-
lize prior distributions which represent the prior informa-
tion of model parameters. In the Bayesian approach, since
prior distributions of model parameters affect the estima-
tion of posterior distributions and model selection, the de-
termination of prior distributions is an important problem
for estimating appropriate acoustic models. As the deter-
mination technique of prior distributions, some techniques
have been proposed in the filed of machine learning, e.g., us-
ing uninformative (uniform) prior distributions, hierarchical
Bayesian methods, and empirical Bayesian methods [14].
However, it has not been thoroughly investigated in speech
recognition, and the determination technique of prior dis-
tributions has not performed well. This paper proposes a
prior distribution determination technique using cross vali-
dation and applies it to the context clustering for the speech
recognition framework based on Bayesian approach. The
cross validation method is known as a straightforward and
useful method for model structure optimization [15], [16].
The main idea behind cross validation is to split data for
estimating the risk of each model. Part of data is used for
training each model, and the remaining part is used for es-
timating the risk of the model. Then, the cross validation
method selects the model with the smallest estimated risk.
The cross validation method avoids the over-fitting problem
because the training data is independent from the validation
data. The context clustering based on the ML criterion us-
ing cross validation has been proposed, and it can select a
more appropriate model structure than the conventional ML
criterion [17]. The proposed method can be regarded as an
extension of context clustering using cross validation to the
Bayesian approach. Using prior distributions determined by
the cross validation, it is expected that a higher generaliza-

tion ability is achieved and an appropriate model structure
can be selected in the context clustering without any tuning
parameters. Comparing to [18], this paper describes the de-
tailed derivation of the proposed method and shows further
experimental results.

The rest of the present paper is organized as follows.
Section 2 describes speech recognition based on the varia-
tional Bayesian method. Section 3 derives the prior distri-
bution determination technique using cross validation and
apply it to the context clustering. Results of the continu-
ous phoneme recognition experiments are shown in Sect. 4.
Concluding remarks and future plans are presented in the
final section.

2. Speech Recognition Based on Variational Bayesian
Method

2.1 Bayesian Approach

The output distribution is obtained based on a left-to-right
HMM which has been widely used to represent an acoustic
model for speech recognition. Let O = (o1, o2, . . . , oT ) be
a set of training data of D dimensional feature vectors, and
T is used to denote the number of frames. The log output
distribution is represented by

log P(O, Z | Λ)

=

N∑
i=1

zi
1 log πi +

T−1∑
t=1

N∑
i=1

N∑
j=1

zi
tz

j
t+1 log ai j

+

T∑
t=1

N∑
i=1

zi
t logN(ot | μi,S

−1
i ) (1)

where Z = (z1, z2, . . . , zT ) is a sequence of latent variables
which represent HMM states, zt ∈ {1, . . . ,N} denotes a state
at frame t, and N is the number of states in an HMM.

zi
t = δ(zt, i) =

⎧⎪⎪⎨⎪⎪⎩
1 if zt = i

0 otherwise
(2)

A set of model parameters Λ = {πi, ai j,μi,Si}Ni, j=1 consists of
the initial state probability πi of state i, the state transition
probability ai j from state i to state j, the mean vector μi and
the covariance matrix S−1

i of a Gaussian distribution N(· |
μi,S

−1
i ).†
In HMM-based speech recognition, the ML criterion

has typically been used to train HMMs. In the ML criterion,
the optimal model parameters are estimated by maximizing
the likelihood for given training data as follows.

ΛML = arg max
Λ

P(O | Λ)

= arg max
Λ

∑
Z

P(O, Z | Λ) (3)

†Although a multi-mixture Gaussian is typically used as a state
output probability distribution in recent HMM-based speech recog-
nition systems, a single Gaussian is assumed as a state output prob-
ability distribution in this paper for simplification.
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The model parameters can be estimated using an iterative
procedure such as the EM algorithm [19] because it is diffi-
cult to obtain the model parameters ΛML analytically. The
ML criterion guarantees to estimate the true values of the
model parameters as the amount of training data infinitely
increases. However, the ML criterion produces a point es-
timate of model parameters. The use of point estimate will
cause an over-fitting problem when the amount of training
data is insufficient. A overfitted model will generally have
poor predictive performance, because it captures minor fluc-
tuations in the training data.

The Bayesian approach assumes that a set of model pa-
rameters Λ is random variables, while the ML approach es-
timates constant model parameters. The posterior distribu-
tion for a set of model parameters Λ is given by the famous
Bayes theorem as follows.

P(Λ | O) =
P(O | Λ)P(Λ)

P(O)
(4)

where P(Λ) is a prior distribution for Λ, and P(O) is an evi-
dence.

Once the posterior distribution P(Λ | O) is estimated,
the predictive distribution for input data X is represented by

P(X | O) =
∫

P(X | Λ)P(Λ | O)dΛ (5)

The model parameters are integrated out in Eq. (5) so that
the effect of over-fitting is mitigated, and robust classifica-
tion is achieved. However, the Bayesian approach requires
complicated integral and expectation calculations to obtain
posterior distributions when models include latent variables.
To overcome this problem, maximum a posterior (MAP)
approach has been proposed [20]. In the MAP approach,
the optimal model parameters are estimated by maximizing
the posterior probability. The MAP criterion can utilize the
prior distribution P(Λ), and can be seen as an extension of
the ML criterion. However, it also produces a point estimate
of HMM parameters. Consequently, it still has the effect of
the over-fitting due to a point estimate.

On the other hand, the variational Bayesian (VB)
method has been proposed as a tractable approximation
method of the Bayesian approach [6]. The VB method
avoids complicated computations by employing the varia-
tional approximation technique, and estimates approximate
posterior distributions effectively by iterative calculations
similar to the EM algorithm in the ML approach.

2.2 Variational Bayesian Method

In the variational Bayesian method, an approximate poste-
rior distribution is estimated by maximizing a lower bound
of log marginal likelihood F instead of the true likelihood.
A lower bound of log marginal likelihood is defined by us-
ing Jensen’s inequality.

log P(O)

= log
∑

Z

∫
P(O, Z | Λ)P(Λ)dΛ

= log
∑

Z

∫
Q(Z,Λ)

P(O, Z | Λ)P(Λ)
Q(Z,Λ)

dΛ

≥
∑

Z

∫
Q(Z,Λ) log

P(O, Z | Λ)P(Λ)
Q(Z,Λ)

dΛ

= F (6)

where Q(Z,Λ) is an arbitrary distribution. The relation be-
tween the log marginal likelihood and the lower bound F
is represented by using the Kullback-Leibler (KL) diver-
gence [21] between Q(Z,Λ) and true posterior distribution
P(Z,Λ | O).

log P(O) − F
= KL[Q(Z,Λ) | P(Z,Λ | O)]

=
∑

Z

∫
Q(Z,Λ) log

Q(Z,Λ)
P(Z,Λ | O)

dΛ (7)

where KL[Q(Z,Λ) | P(Z,Λ | O)] denote a KL divergence.
As the difference between the true log marginal likelihood
and the lower bound is reduced, Q(Z,Λ) approximate the
true posterior distribution P(Z,Λ | O). Therefore, the op-
timal posterior distribution is estimated by the variational
method, which results in minimizing the right hand side of
Eq. (7).

To obtain approximate posterior distributions (VB pos-
terior distributions) Q(Z,Λ), it is assumed that random vari-
ables are conditionally independent each other.

Q(Z,Λ) = Q(Z)Q(Λ) (8)

Under this assumption, the optimal VB posterior distribu-
tions which maximize the objective function F are given by
the variational method as follows.

Q(Λ) = CΛP(Λ) exp
{〈

log P(O, Z | Λ)
〉

Q(Z)

}
(9)

Q(Z) = CZ exp
{〈

log P(O, Z | Λ)
〉

Q(Λ)

}
(10)

where 〈·〉Q denotes the expectation with respect to Q, CΛ
and CZ are the normalization terms of Q(Λ) and Q(Z), re-
spectively. Moreover, it is assumed that the model param-
eters π = {πi}Ni=1, ai = {ai j}Nj=1, and {μi,Si}Ni=1 are indepen-
dent each other in the prior distribution P(Λ). Therefore, the
prior distribution P(Λ) can be represented as follows.

P(Λ) = P(π)
N∏

i=1

P(ai)
N∏

i=1

P(μi,Si) (11)

By using this assumption, the posterior distribution Q(Λ)
and its normalization term CΛ can be written as follows.

Q(Λ) = Q(π)
N∏

i=1

Q(ai)
N∏

i=1

Q(μi,Si) (12)

CΛ = Cπ
N∏

i=1

Cai

N∏
i=1

Cμi,Si (13)
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From Eqs. (1), (2) and (9)–(13), the posterior distributions
of model parameters are given as follows.

Q(π) = CπP(π) exp

⎧⎪⎪⎨⎪⎪⎩
N∑

i=1

〈zi
1〉 log πi

⎫⎪⎪⎬⎪⎪⎭ (14)

Q(ai) = Cai P(ai)

× exp

⎧⎪⎪⎪⎨⎪⎪⎪⎩
N∑

j=1

T−1∑
t=1

〈zi
tz

j
t+1〉 log ai j

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (15)

Q(μi,Si) = Cμi,Si P(μi,Si)

× exp

⎧⎪⎪⎨⎪⎪⎩
T∑

t=1

〈zi
t〉 logN(ot | μi,Si)

⎫⎪⎪⎬⎪⎪⎭ (16)

where π = {πi}Ni=1 is a set of initial state probabilities, ai =

{ai j}Nj=1 is a set of state transition probabilities from state i,

and 〈zi
t〉 and 〈zi

tz
j
t+1〉 are the expectation value with respect to

Q(Z) as follows.

〈zi
t〉 =
∑

Z

Q(Z)zi
t (17)

〈zi
tz

j
t+1〉 =

∑
Z

Q(Z)zi
tz

j
t+1 (18)

The posterior distribution Q(Z) can be represented by using
Eqs. (1), (2) and (10)–(16) as follows.

Q(Z) = CZ

N∏
i=1

exp
{
zi

1
〈
log πi

〉
Q(π)

}

×
T̂−1∏
t=1

N∏
i=1

N∏
j=1

exp
{
zi

tz
j
t+1

〈
log ai j

〉
Q(ai)

}

×
T̂∏

t=1

N∏
i=1

exp
{
zi

t

〈
logN(ot | μi,S

−1
i )
〉

Q(μi,Si)

}

(19)

The posterior distribution Q(Z) is similar to the likelihood
function of an HMM when the terms exp

{〈
log πi

〉
Q(π)

}
,

exp
{〈

log ai j

〉
Q(ai)

}
, and exp

{〈
logN(xt | μi,S

−1
i )
〉

Q(μi,Si)

}
are

respectively used as the initial state probability of state i, the
state transition probability from state i to state j, and the
output probability of state i. Therefore, Eqs. (17) and (18)
can be computed efficiently by the Forward-Backward algo-
rithm.

2.3 Prior Distribution

In the Bayesian approach, a conjugate prior distribution is
widely used as a prior distribution. Prior distributions are
respectively represented as follows.

P(π) = D({πi}Ni=1 | {φi}Ni=1), (20)

P(ai) = D({ai j}Nj=1 | {αi j}Nj=1), (21)

P(μi,Si) = N(μi | νi, (ξiSi)
−1)W(Si | ηi, Bi) (22)

where D(·) is a Dirichlet distribution, and N(·)W(·) is
a Gauss-Wishart distribution. Moreover, {φi, αi j, ξi, ηi, νi,
Bi}Ni, j=1 is a set of hyper-parameters. When these con-
jugate prior distributions are used, the posterior distri-
butions are represented by the same set of parameters{
φ̄i, ᾱi j, ξ̄i, η̄i, ν̄i, B̄i

}N
i, j=1

.

2.4 Update of Posterior Distribution

The posterior distribution of model parameters Q(Λ) can be
updated by sufficient statistics of the training data as fol-
lows.

φ̄i = φi + 〈zi
1〉 (23)

ᾱi j = αi j + T̄i j (24)

ξ̄i = ξi + T̄i (25)

η̄i = ηi + T̄i (26)

ν̄i =
T̄i ōi + ξiνi

T̄i + ξi
(27)

B̄i = T̄iC̄i + Bi +
T̄iξi

T̄i + ξi
(ōi − νi)(ōi − νi)

� (28)

where the sufficient statistics T̄i, T̄i j, ōi and C̄i are repre-
sented as follows.

T̄i =

T∑
t=1

〈zi
t〉 (29)

T̄i j =

T−1∑
t=1

〈zi
tz

j
t+1〉 (30)

ōi =
1

T̄i

T∑
t=1

〈zi
t〉ot (31)

C̄i =
1

T̄i

T∑
t=1

〈zi
t〉(ot − ōi)(ot − ōi)

� (32)

These optimizations can be performed effectively by itera-
tive calculations as the EM algorithm, which increases the
value of objective function F at each iteration until conver-
gence.

2.5 Speech Recognition Based on Bayesian Approach

In the speech recognition based on the Bayesian approach,
the test data X = (x1, x2, . . . , xT̂ ) are recognized by using
the predictive distribution as follows.

Ĥ = arg max
H

P(H | X,O)

= arg max
H

P(X | O,H)P(H) (33)

where H is a hypothesis of a phoneme sequence. The acous-
tic likelihood P(X | O,H) can be approximated by the
variational Bayesian method as model training described in
Sect. 2.2.
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log P(X | O,H)

= log
∑

Ẑ

∫
P(X, Ẑ | Λ,H)P(Λ | O)dΛ

≥
∑

Ẑ

∫
Q̂(Ẑ,Λ) log

P(X, Ẑ | Λ,H)P(Λ | O)

Q̂(Ẑ,Λ)
dΛ

= F̂ (X | O,H) (34)

where Ẑ = (ẑ1, ẑ2, . . . , ẑT̂ ) is a sequence of HMM states
for the test data X, and Q̂(Ẑ,Λ) is the VB posterior dis-
tribution which approximates the true posterior distribution
P(Ẑ,Λ | X). In the recognition process, the VB poste-
rior distribution of model parameters Q(Λ) estimated in the
training part is used instead of P(Λ | O), and the same as-
sumption as Eq. (8) is used. Moreover, it is assumed that the
amount of test data is much smaller than the one of train-
ing data in this paper. Then, the VB posterior distribution
Q̂(Λ) is approximated by Q(Λ). Therefore, the lower bound

F̂ (X | O,H) is calculated by using Q(Λ).

F̂ (X | O,H)

= log
∑

Ẑ

{ N∏
i=1

exp
{
ẑi

1
〈
log πi

〉
Q(π)

}

×
T̂−1∏
t=1

N∏
i=1

N∏
j=1

exp
{
ẑi

t ẑ
j
t+1

〈
log ai j

〉
Q(ai)

}

×
T̂∏

t=1

N∏
i=1

exp
{
ẑi

t

〈
logN(xt | μi,S

−1
i )
〉

Q(μi,Si)

} }

(35)

Then, F̂ (X | O,H) is similar to the likelihood function of
an HMM as Eq. (19). Although the accurate F̂ (X | O,H)
is computed by considering all possible sequences of HMM
states Ẑ as the training part, the Viterbi algorithm is applied
in decoding as the ML approach.

3. Bayesian Context Clustering Using Cross Validation

3.1 Bayesian Context Clustering

The decision tree based context clustering is a top-down
clustering method to optimize the state tying structure for
robust model parameter estimation [11]. A leaf node of the
decision tree corresponds to a set of HMM states to be tied.
The decision tree growing process begins with a root node
that may have all HMM states, or all states associated with a
particular phone, etc. Then, a question which divides the set
of states into two subsets assigned respectively to two child
nodes, “Yes” node and “No” node as illustrated in Fig. 1, is
chosen so that the corresponding new HMM has the largest
value of an objective function for training data. The deci-
sion tree is grown in a greedy fashion, successively splitting
nodes by selecting the pair of a question and node that max-
imizes the gain of the objective function at each step.

In the Bayesian approach, an optimal model structure

Fig. 1 Overview of decision tree based context clustering.

can be selected by maximizing the objective function F .
When a node is split into two nodes by the question q, the
gain ΔFq is defined as the difference of F before and after
splitting.

ΔFq = F y
q + F n

q − F p
q (36)

where F y
q and F n

q are the value of objective function F of
split nodes by a question q, and F p

q is the value before a
splitting. The question q̂ for splitting a node is chosen from
the question set as follows.

q̂ = arg max
q
ΔFq (37)

By splitting nodes until ΔFq̂ ≤ 0, the decision tree that max-
imizes the objective function F is obtained.

In the decision tree based context clustering, it is typ-
ically assumed that the state occupancies are not changed
by the split nodes. Then, the objective function F can be
computed as follows.

F = − log CΛ − 〈log Q(Z)
〉

Q(Z)

= −
N∑

i=1

log Cμi,Si + Const (38)

From Eq. (38), the gain of the objective function ΔFq can
be computed by the normalization term of the posterior dis-
tribution Cμi,Si . The normalization term Cμi,Si is defined as
follows.

log Cμi,Si = log
C̄Ni C̄Wi

CNiCWi

(2π)
N̄D
2 (39)

where CNi and CWi denote the normalization terms of prior
Gauss-Wishart distribution.

CNi = (2π)−
D
2 ξ

D
2

i (40)

CWi =
|Bi|

ηi
2

2
ηi D

2 π
D(D−1)

4
∏D

j=1 Γ(
η+1− j

2 )
(41)

where Γ(·) is the Gamma function. The normalization terms
of posterior Gauss-Wishart distribution are also denoted by
C̄Ni and C̄Wi , and they are represented by using poste-
rior hyper-parameters ξ̄i, η̄i, and B̄i instead of prior hyper-
parameters ξi, ηi, and Bi in Eqs. (40) and (41), respectively.
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The posterior hyper-parameters ξ̄i, η̄i, and B̄i can be cal-
culated by using equations described in Sect. 2.4. From
Eqs. (38)–(41), F can be computed by using the prior and
posterior hyper-parameters. Since it is assumed that the state
occupancies are not changed in the context clustering and
the posterior hyper-parameters can be represented by using
sufficient statistics and the prior hyper-parameters, the prior
hyper-parameters are important parameters for the Bayesian
context clustering.

If we have prior data Õ which is obtained from similar
conditions (e.g., speaker, domain, recording condition) as
the training data, the prior distribution can be constructed as
P(Λ) = P(Λ | Õ). When the prior data is given, the prior
distribution is obtained by using the same approximation
techniques as the variational Bayesian method described in
Sect. 2.2.

P(Λ | Õ) ≈ Q̃(Λ)

= C̃ΛP̃(Λ) exp
{〈

log P(Õ, Z̃ | Λ)
〉

Q̃(Z̃)

}
(42)

where Z̃ is a sequence of latent variables, and Q̃(Z̃) is an
approximate distribution of P(Z̃ | Õ,Λ). Although Eq. (42)
still includes prior of prior distribution P̃(Λ), we assumed
that the prior of prior distribution P̃(Λ) is a uniform distri-
bution before the prior data is given. Then, prior distribution
P(Λ | Õ) can be obtained as follows.

P(Λ | Õ) ≈ C̃Λ exp
{〈

log P(Õ, Z̃ | Λ)
〉

Q̃(Z̃)

}

= D({πi}Ni=1 | {T̃0i + 1}Ni=1)

×
N∏

i=1

D({ai j}Nj=1 | {T̃i j + 1}Nj=1)

×
N∏

i=1

{N(μi | õi, (T̃iSi)
−1)

×W(Si | T̃i + D, (T̃iCi))
}

(43)

The distribution Q̃(Z̃) can be estimated via the EM algo-
rithm using prior data Õ. Statistics T̃0i, T̃i j and T̃i denote
the occupancy probabilities of initial state i, state transition
from i to j, and state i with respect to the prior data, respec-
tively. Moreover, õi and C̃i denote the mean vector and the
covariance matrix of prior data in the i-th state, respectively.
Thus, the prior distribution can be determined by sufficient
statistics of the prior data. However, prior distributions are
heuristically determined in many cases, because the prior
data is not usually given in HMM-based speech recognition.
Hyper-parameters affect the model selection as tuning pa-
rameters, therefore a determination technique of prior dis-
tributions is required to automatically select an appropriate
model structure. One possible approach is to optimize the
hyper-parameters so as to maximize the marginal likelihood
of training data, as like the empirical Bayesian method [14].
However, it still needs tuning parameters which control in-
fluences of prior distributions, and often leads to the over-
fitting problem as the ML criterion. In this paper, we pro-
pose the prior distribution determination technique using

cross validation and apply it to the context clustering.

3.2 Bayesian Approach Using Cross Validation

The cross validation method is a popular strategy for model
selection [15], [16]. The main idea behind cross validation
is to split data for estimating the risk of each model. Part
of data is used for training each model, and the remaining
part is used for estimating the risk of the model. Then, the
cross validation method selects the model with the smallest
estimated risk. The basic form of cross validation is K-fold
cross validation. In the K-fold cross validation method, the
training data is randomly divided into K different groups.
Then, a model is trained using K − 1 groups of data, and the
objective function is computed for the group excluded in the
training. This process is repeated for K times with different
combinations of K − 1 groups. The value of objective func-
tion is accumulated and the accumulated value is used for
evaluation of model structure.

In the Bayesian approach using K-fold cross valida-
tion, the training data O is divided at random into K sub-
sets of training data

{
O(1),O(2), . . . ,O(K)

}
. For the k-th eval-

uation, O(k̄) =
{
O( j) | j � k

}
and O(k) are respectively used

for the determination of prior distributions and the estima-
tion of posterior distributions, i.e., O(k̄) and O(k) are used
as prior data and training data. The Bayesian approach us-
ing cross validation considers the log marginal likelihood
log P(O(k) | O(k̄)). Using Jensen’s inequality, the lower
bound of log marginal likelihood F (k) is defined as Eq. (6).

log P(O(k) | O(k̄)) ≥ F (k) (44)

The optimal VB posterior distributions of model parameters
are given by maximizing F (k) with the variational method
as Eq. (9).

Q(Λ(k)) = CΛ(k) P(Λ(k) | O(k̄))

× exp
{〈

log P(O(k), Z(k) | Λ(k))
〉

Q(Z(k))

}
(45)

where CΛ(k) is a normalization term of Q(Λ(k)) and P(Λ(k) |
O(k̄)) is a prior distribution of the k-th cross validation which
represents prior data O(k̄). Figure 2 is an overview of the
Bayesian approach using cross validation.

The cross validation method can select robust model
structures because the objective value is calculated by eval-
uating open data. The Bayesian approach obtains robust
predictive distributions and selects robust model structures
while taking account of the amount of training data because
posterior distributions of model parameters are used. Con-
sequently, the Bayesian approach using cross validation can
select model structures while taking account of the uncer-
tainty of the data variables and model parameters, and the
robustness can be improved from the standard Bayesian ap-
proach.



674
IEICE TRANS. INF. & SYST., VOL.E94–D, NO.3 MARCH 2011

Fig. 2 Overview of Bayesian approach using cross validation.

3.3 Bayesian Context Clustering Using Cross Validation

The objective function F (CV) is used in the Bayesian context
clustering using cross validation. It is obtained by summing
F (k) for each fold.

F (CV) =

K∑
k=1

F (k) (46)

In the proposed method, an optimal model structure can be
selected by maximizing the objective function F (CV). The
question q̃ for splitting a node is chosen from the question
set as Eq. (37).

q̃ = arg max
q
ΔF (CV)

q (47)

where ΔF (CV)
q is the gain in the value of the objective func-

tion F (CV) when a node is split by the question q. The gain
ΔF (CV)

q is obtained by

ΔF (CV)
q = F (CV)

q
y
+ F (CV)

q
n − F (CV)

q
p

(48)

By splitting nodes until ΔF (CV)
q̃ ≤ 0, the decision tree that

maximizes the objective function F (CV) is obtained.
The prior distribution of the k-th cross validation

P(μ(k),S(k) | O(k̄)) is obtained from Eq. (43).

P(μ(k),S(k) | O(k̄))

= N(μ(k) | ō(k̄), (T̄ (k̄)S(k))−1)

×W(S(k) | T̄ (k̄) + D, (T̄ (k̄)C̄(k̄)
)) (49)

where T̄ (k̄), ō(k̄) and C̄(k̄)
respectively denote the occupancy

probability, the mean vector and the covariance matrix of a
subset of training data O(k̄). These parameters are efficiently
computed in context clustering because it is assumed that
the state occupancies are not changed by splitting nodes.
Moreover, the posterior distributions Q(μ(k),S(k)) can be es-
timated by Eqs. (23)–(28). Here, since the assumption the
state occupancies are not changed by splitting nodes are
used, the posterior distributions of all folds are represented

by the same parameters. Therefore, although the Bayesian
approach using cross validation increases the computational
cost, the prior and posterior distributions are efficiently cal-
culated in context clustering.

4. Experiments

To evaluate the effectiveness of the proposed method,
speaker independent continuous phoneme recognition ex-
periments were performed.

4.1 Experimental Conditions

The 20,000 and 1,000 Japanese sentences uttered by
male speakers from Japanese Newspaper Article Sentences
(JNAS) [22] were used for model training. The 100
Japanese sentences uttered by male speakers, which were
not included in the training data, from JNAS were used for
evaluation. The average lengths of the training 20,000 utter-
ances, training 1,000 utterances and test 100 utterances were
6.16 seconds, 6.42 seconds, and 5.83 seconds, respectively.
Speech signals were sampled at a rate of 16 kHz and wid-
owed at a 10 ms frame rate using a 25 ms Hamming window.
The feature vectors consisted of the 0th through 13th mel-
frequency cepstral coefficients (MFCCs), their delta and
delta-delta coefficients. A three-state, left-to-right and no
skip structure HMMs were used as triphone HMMs, and
204 questions were prepared in decision tree context clus-
tering. In these experiments, we used a phoneme network
imposing the constraints of Japanese phoneme transitions.
However, phoneme N-gram probabilities and the language
model weight were not used. The insertion penalty was ad-
justed for each experiment so that the number of insertion
and deletion errors become almost equal. The experimental
conditions are summarized in Table 1.

In recent HMM-based speech recognition systems, a
multi-mixture Gaussian is typically used as a state output
probability distribution. Although the VB method has been
applied to multi-mixture HMMs [8], to evaluate the effect of
only the proposed context clustering algorithm, each state
output probability distribution was assumed to be modeled
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Table 1 Experimental conditions.

Training data JNAS 20,000 utterances
JNAS 1,000 utterances

Test data JNAS 100 utterances
Sampling rate 16 kHz
Feature vector 13-order MFCC + ΔMFCC

+ ΔΔMFCC
Window Hamming
Frame size 25 ms
Frame shift 10 ms
Number of HMM states 3 (left-to-right)
Number of phoneme categories 43

Table 2 K-fold cross validation (20,000 utterances).

K
5 10 20 100 200

Number of states 14,072 14,360 14,474 14,575 14,610
Phoneme accuracy (%) 80.4 80.3 80.3 80.3 80.4

Table 3 K-fold cross validation (1,000 utterances).

K
5 10 20 100 200

Number of states 3,919 4,065 4,101 4,141 4,156
Phoneme accuracy (%) 78.7 78.7 79.4 78.9 79.0

by a single Gaussian distribution with a diagonal covari-
ance matrix in these experiments. Then, since the likelihood
of each dimension is computed independently, the Gauss-
Wishart distribution is equal to the Gauss-Gamma distribu-
tion.

4.2 Number of Folds in Cross Validation

In these experiments, the several number of folds in
Bayesian context clustering using cross validation were
compared. Tables 2 and 3 show the number of states and
phoneme accuracies with the acoustic models trained by
20,000 and 1,000 utterances, respectively, when the num-
ber of folds for cross validation were varied. As the number
of folds increased, the computational cost was also propor-
tionally increased and the resultant model structure became
stable. Results show that the phoneme accuracy did not im-
prove much with acoustic models trained by 20,000 utter-
ances when the number of K was changed. However, in
1,000 utterances training condition, the phoneme accuracies
were not stable. So, the large number of folds are required
when the training data is small.

4.3 Comparison of Conventional Approaches

In these experiments, the following three approaches were
compared.

• ML-MDL: Acoustic models were trained by the ML
criterion and model structures were selected by the
MDL criterion.
• ML-CVML: Acoustic models were trained by the ML

Fig. 3 Phoneme accuracies of ML-MDL, ML-CVML and Bayes-
CVBayes trained by 20,000 utterances versus the number of states.

Fig. 4 Phoneme accuracies of ML-MDL, ML-CVML and Bayes-
CVBayes trained by 1,000 utterances versus the number of states.

criterion and model structures were selected by cross
validation with the ML criterion.
• Bayes-CVBayes: Acoustic models were trained by the

Bayesian criterion and model structures were selected
by cross validation with the Bayesian criterion.

Figures 3 and 4 show the phoneme accuracies of acous-
tic models trained by 20,000 and 1,000 utterances, respec-
tively. For ML-CVML and Bayes-CVBayes, 200-fold
cross validation was used. To evaluate the performance
of model selection, the phoneme accuracies with varying
the size of decision trees are also shown. The decision
trees were generated by changing a threshold of the stop-
ping criterion ΔF ≤ threshold in the context clustering.
In these figures, the lines represent the phoneme accura-
cies for each model structure and the points represent the
phoneme accuracies of the model structure selected auto-
matically by each method. These figures show that the pro-
posed method Bayes-CVBayes selected the largest model
structure, and the conventional method ML-MDL selected
the smallest model structure in both training conditions. The
model structure selected by Bayes-CVBayes was closer to
that performed the highest accuracy than ML-MDL. Con-
sequently, the proposed method Bayes-CVBayes outper-
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Fig. 5 Phoneme accuracies when the acoustic models were trained by
20,000 utterances with the swapped decision tree.

Fig. 6 Phoneme accuracies when the acoustic models were trained by
1,000 utterances with the swapped decision tree.

forms the conventional method,ML-MDL and ML-CVML.
In Fig. 3, Bayes-CVBayes achieved a 8.08% relative error
reductions over ML-MDL.

It can be considered that the improvement of the pro-
posed method caused by two factors, marginalization of
model parameters and model selection. To discuss the im-
pact of these two factors, an additional experiment was per-
formed by swapping the model structures of ML-MDL and
Bayes-CVBayes. The following two approaches were com-
pared to ML-MDL and Bayes-CVBayes.

• Bayes-MDL: Acoustic models were trained by the
Bayesian criterion and model structures selected by
ML-MDL were used.
• ML-CVBayes: Acoustic models were trained by ML

criterion and model structures selected by Bayes-
CVBayes were used.

Figures 5 and 6 show the phoneme accuracies of acous-
tic models trained by 20,000 and 1,000 utterances, respec-
tively. Although the difference between Bayes-MDL and
ML-MDL was the marginalization by the Bayesian ap-
proach, the phoneme accuracies of Bayes-MDL were im-
proved from ML-MDL on both training conditions. Fur-
thermore, the phoneme accuracies of ML-CVBayes were

Fig. 7 Log marginal likelihoods on both training and test data versus the
number of states when the acoustic models were trained by 20,000 utter-
ances.

Fig. 8 Log marginal likelihoods on both training and test data versus the
number of states when the acoustic models were trained by 1,000 utter-
ances.

also improved when compared with ML-MDL on both
training conditions, due to the model selection based on the
Bayesian criterion with cross validations. Therefore, these
results clearly showed that the Bayesian approach was ef-
fective for both the model training and the model selection.
However, Bayes-MDL and ML-CVBayes were worse than
Bayes-CVBayes. This means that training criterion and
model selection were strongly related, and these should be
consistently performed based on the Bayesian criterion.

4.4 Marginal Likelihood of the Training and Test Data

Figures 7 and 8 show the relation among the lower bound
F (CV) for the training data, F for the test data with the
correct phoneme sequences, and the phoneme accuracies.
In these figures, a similar tendency between F (CV) and
F was observed, and the model structure which gave the
highest F (CV) also achieved the highest F . However, the
phoneme accuracy was not proportional to F , and the pro-
posed method could not select the model structure which
achieved the highest phoneme accuracy. This means that
although the proposed method could select the model struc-
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ture which can accurately predict acoustic features for each
HMM state, it is not identical to the performance in the clas-
sification problem. This is because the likelihood of incor-
rect phoneme sequences including insertion and deletion er-
rors were not considered in the proposed method. This re-
sult suggests that a Bayesian criterion which can represent
the classification performance directly is required.

5. Conclusion

This paper proposed the Bayesian context clustering using
cross validation for speech recognition based on the vari-
ational Bayesian framework. In the proposed method, the
prior distributions are determined by using cross validation,
and the determined prior distribution is applied to the con-
text clustering. The results on continuous phoneme recog-
nition experiments demonstrated that the proposed method
outperformed the context clustering based on the MDL cri-
terion and cross validation with ML estimates. The pro-
posed method could determine prior distributions without
any tuning parameters, and select the model structure which
can accurately predict acoustic features for each HMM state.
As future work, we will apply a Bayesian criterion using
cross validation for selecting the number of mixtures, and
apply a Bayesian criterion which represents the classifica-
tion performance directly to the context clustering.
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