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Effective Transmit Weight Design for DPC with Maximum Beam in
Multiuser MIMO OFDM Downlink

Cong LI†a), Nonmember and Yasunori IWANAMI†b), Member

SUMMARY In this paper, we consider the signal processing algorithm
on each subcarrier for the downlink of Multi-User Multiple-Input Multiple-
Output Orthogonal Frequency Division Multiplexing (MU-MIMO OFDM)
system. A novel transmit scheme is proposed for the cancellation of Inter-
User Interference (IUI) at the Base Station (BS). The improved perfor-
mance of each user is obtained by optimizing the transmit scheme on each
subcarrier, where the Particle Swarm Optimization (PSO) algorithm is em-
ployed to solve the constrained nonlinear optimization problem. Compared
with the conventional Zero Forcing Dirty Paper Coding (ZF-DPC) hav-
ing only single receive antenna at each Mobile Station (MS), the proposed
scheme also applies the principle of DPC to cancel the IUI, but the MS
users can be equipped with multiple receive antennas producing their in-
creased receive SNR’s. With the Channel State Information (CSI) being
known at the BS and the MS, the eigenvalues for all the user channels
are calculated first and then the user with the maximum eigenvalue is se-
lected as the 1-st user. The remaining users are ordered and sequentially
processed, where the transmit weights are generated from the previously
selected users by the Particle Swarm Optimization (PSO) algorithm which
ensures the transmit gain for each user as large as possible. The compu-
tational complexity analysis, BER performance and achievable sum-rate
analysis of system verify the effectiveness of the proposed scheme.
key words: MU-MIMO OFDM, inter-user interference, particle swarm
optimization, dirty paper coding

1. Introduction

Recently, Multiuser MIMO systems have attracted consider-
able interests because of their potential for increasing the ca-
pacity [1]–[5]. On the other hand, OFDM is a practical tech-
nology to convert a broadband frequency selective channel
to parallel flat fading channels over many subcarriers, mak-
ing a lot of MIMO-related algorithms for flat fading channel
easy to be implemented. For the above reasons, OFDM is a
strong candidate for wideband MIMO communication sys-
tems. At each subcarrier in Multiuser MIMO OFDM down-
link, the BS transmits spatially multiplexed signals to multi-
ple MS’s simultaneously over the same frequency. How-
ever, the MS suffers from the IUI in the received signal.
To mitigate the IUI, we can intelligently design the transmit
signals for Specially Multiplexing (SM) by using linear or
nonlinear precoding techniques under the condition that the
CSI is known at BS and MS. Many linear precoding tech-
niques have been employed to eliminate the IUI, such as the
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Channel Inversion (CI) [4] and the Block Diagonalization
(BD) [5]. In the case of CI, The Zero Forcing (ZF) transmit
weights can completely remove the IUI, however, it leads to
the noise enhancement at the receiver. Though the transmit
weight with Minimum Mean-Squared Error (MMSE) crite-
rion can achieve the increased sum-rate, it results in the ves-
tigial IUI. The BD strategy is a well-known linear precoding
technique, which completely cancels the IUI by using the or-
thogonal space theory. However, these schemes impose the
condition in respect of the number of receive antennas that
the number of transmit antennas at BS is larger than the total
number of receive antennas of all users. In addition, as the
channel correlation among users degrades the downlink ca-
pacity, the spatially multiplexed users with highly correlated
channels should be avoided.

The DPC technique can not only completely sup-
presses the IUI but also approaches the capacity region [6]–
[8], where the achievable rate is dependent on the order-
ing of users. In [9] the Maximum Beam (MB) transmit
scheme utilizes the eigenvector corresponding to the max-
imum eigenvalue of desired user channel to determine the
transmit weight. However, as the IUI among MS becomes
serious, the authors gave this problem the solution using
the imperfect block diagonalization which reduces the IUI
by employing Gram-Schmidt orthonormalization on trans-
mit weights. But this method needs to keep the balance be-
tween removing IUI and maximizing transmit gain. In [10]
the authors also proposed the design method in which the
near-orthogonal effective channels are successively obtained
from the 1-st user to the last user by skilfully subtracting the
interference components. However, the interference among
users cannot be cancelled completely because of the incom-
plete orthogonality.

Particle Swarm Optimization (PSO), firstly proposed
by Kennedy and Eberhart in 1995 [11], is developed from
the swarm intelligence and based on the research of flock
movement behaviour of birds flock finding foods [12]–[14].
It shows the better computational efficiency than the other
algorithms such as Genetic Algorithm (GA) [15]. Recently,
the PSO attracts considerable interest in Multiuser MIMO
system and the PSO aided optimal Multi-User MIMO lin-
ear precoding scheme is proposed in [14], where the PSO
is used to search the optimal transmit weight which makes
the SINR maximum at each user. However, though the IUI
among users can be completely removed by multiplying the
decoder matrix, it leads to the noise enhancement and the
great computational load for MS.
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In this paper, we proposed a novel transmit scheme for
each subcarrier of Multiuser MIMO OFDM downlink, not
only to obtain the optimal transmit weight but also to com-
pletely eliminate the IUI for each subcarrier of individual
user. We firstly select the user with the maximum eigenvalue
as the 1-st user by calculating the eigenvalues of all users.
Then we obtain the possible transmit weight for the next
user by using the PSO algorithm, which makes sure that the
selected user has an optimal accessible SNR. The transmit
weights for the remaining users are generated by the same
method as the previous users. In the proposed scheme, we
also utilized the DPC principle as in the conventional DPC
scheme to remove the IUI at the BS, but we make it pos-
sible that the MS can be equipped with multiple antennas
to increase the receive SNR, whereas the conventional DPC
scheme only uses one receive antenna at each MS.

The contents of this paper are as follows. In Sect. 2,
we will explain the system model of MU-MIMO. In Sect. 3,
we propose the optimal transmit weight design based on the
PSO algorithm for each user, and then we give the anal-
ysis of computational load and achievable sum-rate of the
system. We give the simulation results in Sect. 4, in which
the proposed scheme obtains the considerable sum-rate and
shows the excellent BER performance compared with the
conventional schemes. The conclusions are given in Sect. 5.
We illustrate some of the notations as follows; vectors and
matrixes are expressed by bold letters, we use E[·], [·]T and
[·]H as the expectation, transpose and conjugate transpose of
matrix, respectively.

2. System Model

We consider the downlink multiuser MIMO system with
NT transmit antennas and n(k)

R receive antennas at the k-th
user, as shown in Fig. 1, where Nu is the number of mul-
tiple antenna users and we denote NR as the total number
of receive antennas. In this paper, we focus on the quasi-
static flat Rayleigh (i.i.d.) fading channel model, because
the wideband OFDM can convert the quasi-static frequency
selective Rayleigh fading channel to the flat Rayleigh fad-

Fig. 1 Downlink model for each subcarrier of multiuser MIMO OFDM.

ing at each frequency index (subcarrier). On each subcar-

rier, we assume that the k-th channel matrix Hk ∈ Cn(k)
R ×NT

(k = 1, 2, · · · ,Nu) is available at BS and MS. The channel
matrix H ∈ CNR×NT and the precoding matrix M ∈ CNT×NT

of system are expressed as

H =
[
HT

1 HT
2 · · · HT

Nu

]T
M =

[
MT

1 MT
2 · · · MT

Nu

]T
(1)

The n(k)
R × 1 received signal at the k-th user can be writ-

ten as

yk = Hk Mk xk +

Nu∑
k=1, j�k

Hk M jx j + nk (2)

where xk is the transmit signal vector for the k-th user, and
nk represents the additive Gaussian noise. In this paper, we
only focus on one transmit stream for each user and assume
that

E(sk sH
k ) = σ2

s In(k)
T
, E(nH

k nk) = σ2
nIn(k)

R
, E(sk nH

k ) = 0 (3)

3. Proposed Optimal Transmit Weights Based on Par-
ticle Swarm Optimization

In this section, after a simple introduction of the MB scheme
and the conventional DPC based on QR decomposition, we
propose a novel transmit scheme, which employs the nonlin-
ear optimization technique PSO to obtain the optimal trans-
mit weights for transmitted diversity and then to cancel the
IUI by the DPC technique.

3.1 Maximum Beamforing (MB)

Maximum Beamforing (MB), literally, utilizes the eigen-
vector corresponding to the maximal singular value of the
channel matrix to obtain the maximum transmit gain. The
MIMO channel matrix of k-th user can be decomposed by
the Singular Value Decomposition (SVD) as

Hk = Uk

∑
k

VH
k (4)

where Vk = [u1k · · · uNT

k ] is an unitary matrix, and u1k denotes
the maximal eigenvector of k-th user. It is noticed that if u1k
is used as the transmit weight for the k-th user, we can obtain
the maximum transmit gain as follows.

‖Hk Mk‖2 = λmax
k , Mk = u

1
k (5)

where λmax
k denotes the maximal singular value of Hk. In

the case of MB scheme, the IUI is so serious that it can-
not be removed because of the independence among users,
especially in the situation of so many users.

3.2 Zero Forcing Dirty Paper Coding (ZF DPC)

Dirty paper coding, one of nonlinear techniques, is firstly in-
troduced by Costa in the case of Single Input Single Output



2712
IEICE TRANS. FUNDAMENTALS, VOL.E94–A, NO.12 DECEMBER 2011

(SISO) channel [6] and subsequently extended in the case
of MIMO, where the IUI among users are preliminarily sub-
tracted at the BS. The transmit signal can be denoted as

xi = mod

⎡⎢⎢⎢⎢⎢⎢⎣si − 1
li,i

∑
j<i

li, j x j

⎤⎥⎥⎥⎥⎥⎥⎦ , i = 1, 2, · · ·NT (6)

where xi is generated from the user information si and li, j
is the element of matrix L = RH obtained by the QR de-
composition H = QR. However, the average transmit power
is boosted and a modulo device is used to avoid this power
enhancement problem [8].

Note that in (6) the first user gets no interference from
the others, its signal is detected regardless of other users,
while the interference for second user is only affected by
the first user. It can be overcome by using the DPC scheme.
The following users are processed in similar manner, and the
interference among users can be eliminated and the channel
matrix is transformed into the array of parallel channels for
each user.

3.3 Design of Optimal Transmit Weights for DPC in MU-
MIMO

The principle of conventional DPC based on QR decompo-
sition indicates that the sufficient condition for the feasibility
of DPC is the existence of lower or upper triangular matrix
derived from the channel matrix. Since the IUI cannot be re-
moved at the receiver in the case of MB, we carefully design
the transmit weight for each user to transform the effective
channels to the lower or upper triangular matrices. Then we
can use DPC to remove the IUI completely. However, how
to obtain the optimal transmit weight becomes a problem,
referred to as the problem of the user order and the optimal
transmit weight design.

3.3.1 Transmit Scheme for Eliminating IUI

We design the transmit weight for each user as the following
steps. We make the SVD for channel matrixes of all users.

Hk = UkΛk[u1k , u
2
k , · · · , uNT

k ]H ,

(k = 1, 2, · · · ,Nu; Nu ≥ NT ) (7)

In this paper, we can also use the QR decomposition of
Hk(I − HH

k Hk) = 0 to obtain the null space of matrix Hk to
reduce the computational complexity [16]. To achieve the
optimal transmit weight for the 1-st user, we perform the
following algorithm.

Hq, u
1
q = arg max

Hq

(
∥∥∥Hqu

1
q

∥∥∥), q ∈ [1,Nu] (8)

The transmit weight for the 1-st user is given by

M1 = u
1
k , o(1) = q (9)

where o(1) denotes the number of the firstly selected user in
(1). Then the channel matrix of the selected user is arranged

on the first layer of the system channel matrix.

H =
[
HT

o(1) HT
2 · · · HT

NT

]T
(10)

In this way, we ensure that the 1-st user obtains the
largest transmit gain. For the 2-nd user, in order to use the
DPC for eliminating the IUI, we have to transform the ef-
fective channel matrix to the triangular matrix, and the fol-
lowing operation is performed.

(
Ho(1) M1

)H Ho(1)
SVD
= UΛ[u1, u2, · · · , uNT︸�������︷︷�������︸

Null space

]H (11)

We can obtain the transmit weight for the 2-nd user
from the null space in (11). However, we notice that all of
these vectors in the null space can meet the condition of the
availability of DPC. The transmit weight for the 2-nd user
can be expressed as follows.

M2 =

NT−1∑
l=1

αlu
l+1

/ ∥∥∥∥∥∥∥
NT−1∑
l=1

αiu
l+1

∥∥∥∥∥∥∥ (12)

where αl (l = 1, 2, · · ·Nu) is real coefficient. Then we esti-
mate the channel of the 2-nd user corresponding to M2 in
(12), which can be obtained by the following algorithm.

Hq = arg max
Hq

(
∥∥∥Hq M2

∥∥∥); q ∈ [1,Nu] , q � o(1) (13)

Let o(2) = q and the 2-nd user is determined. Similarly,
the channel matrix corresponding to the selected 2-nd user
in (12) is arranged on the second layer of channel matrix in
(10).

Now we consider the k-th user and its transmit weight.
The same operations as the above are performed to the ma-
trix corresponding to these k − 1 selected users.⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
Ho(1) M1

)H Ho(1)(
Ho(2) M2

)H Ho(2)
...(

Ho(k−1) Mk−1
)H Ho(k−1)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
SVD
= UΛ[u1, · · · uk−1, uk, · · · , uNT︸�������︷︷�������︸

Null space

]H (14)

From the null space in (14), the transmit weight for k-th
user can be given by

Mk =

NT−k+1∑
l=1

αlu
k+l−1

/ ∥∥∥∥∥∥∥
NT−k+1∑

l=1

αlu
k+l−1

∥∥∥∥∥∥∥ (15)

Hq = arg max
Hq

(
∥∥∥Hq Mk

∥∥∥); q ∈ [1,Nu]

q � o(1), o(2), · · · o(k − 1) (16)

Similarly, the user channel obtained in (16) is arranged
on the k-th layer of the system channel matrix.

Consequently, we obtain the transmit weights for all
users, and the transmit signal vector can be written as
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X =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1

x2
...

xNT

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

s1

s2 − 1
‖H2 M2‖

∑
j<2
‖H2 M1‖ x1

...

sNT − 1‖HNT MNT ‖
∑

j<NT

∥∥∥HNT M j

∥∥∥ x j

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(17)

To avoid the power enhancement problem, the same
modulo device as in [17] is used in this paper.

Then we discuss the Signal to Noise Ratio (SNR) at
each user terminal. If the Maximum Radio Combining
(MRC) is used to detect the receive signal, the SNR at each
MS is given by

〈SNR〉k = ‖Hk Mk‖2 · ‖sk‖2 /Nk (18)

where ‖Hk Mk‖ can be considered as the transmit gain of the
k-th user. In the case of

∥∥∥umax
k Mk

∥∥∥ = 1, Mk is considered
as the ideal transmit weight which enables the k-th user to
get the largest transmit gain λmax

k , and umax
k is the vector cor-

responding to the maximum eigenvalue of Hk. However,
in fact,

∥∥∥umax
k Mk

∥∥∥ lies in between 0 and 1, and it depends
on the coefficients αi for combining Mk, thus we assume
αi ∈ R is constrained to lie in a certain lattice. Accord-
ingly in order to obtain the optimal transmit gain, it is crucial
to search the optimal combination coefficients which makes
Mk tend to parallel to umax

k . We solve the nonlinear opti-
mization problem by employing PSO algorithm to obtain
the optimal transmit weights. In this case, if we use the
DPC technology to cancel the IUI, the achievable rate can
reach optimal.

3.3.2 Particle Swarm Optimization Aided Optimal Trans-
mit Weights

In the PSO algorithm, the random flying bird flocks are re-
ferred to as particles, which represent potential solutions ini-
tialized over the whole search space randomly. An objective
function is used to evaluate the goodness of positions of par-
ticles. Each particle has a fitness value which is evaluated by
the objective function to be optimized, and the fitness value
is evaluated at each iterative search.

For k-th user, we assume that the size of swarm
and the dimension of search space are Ωk and Dk, re-
spectively. The position and velocity of particle i (i =
1, 2, · · ·Ωk) are denoted as χt

i,k = [χi1 · · ·χil · · ·χiDk ]
T and ζ t

i,k

= [ζi1 · · · ζil · · · ζiDk ]
T respectively. At each iteration, the ve-

locity and position of particle i are updated based on the
following equations.

ζ t+1
idk
= wζ t

idk
+ c1ϕ1(pt

idk
− χt

idk
) + c2ϕ2(pt

gdk
− χt

idk
)

χt+1
idk
= χt

idk
+ ζ t+1

idk
, dk = 1, 2, · · ·Dk (19)

where t is the current iteration number, ζ t
idk

and χt
idk

denote
the velocity and location of the particle i in the dk-th dimen-
sional space, respectively. pt

idk
is the individual best loca-

tion that the particle i has achieved so far, and pt
gdk

is the
global best location that all particles have achieved so far at

the i-th iteration. w is the inertia weight which determines
to what extent the particle remains along its original course
unaffected by the influence of pt

idk
and pt

gdk
, and it is usually

set between 0 and 1. c1 and c2 are acceleration constants
those are set to 2. ϕ1 and ϕ2 are uniformly distributed ran-
dom number in [0, 1]. This iterative search process will be
repeated up to the maximal iteration number or till the ter-
mination when the criterion is satisfied.

Then we have to consider two important issues; one is
the model building, that is, how to convert the optimization
of transmit weights to the particle modelling, and the other
is the selection of objective function. Considering the SNR
in Eq. (18), our objective is to search the optimal Mk, which
infinitely close to the ideal transmit weight umax

k for the k-
th user, where umax

k denotes the desired point lying in the
best location. We define the angle between umax

k and Mk as
θumax

k ,Mk and its cosine is expressed as

cos(θumax
k ,Mk ) =

〈
umax

k ,Mk

〉
/
∥∥∥umax

k

∥∥∥
=
[
umax

k

]H
Mk/

∥∥∥umax
k

∥∥∥ (20)

where
〈
umax

k ,Mk

〉
means the inner product of umax

k and Mk.
So we consider the following expression as the objective
function for k-th user at the t-th iteration.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

αl = χil ∈ [χi1, · · · , χil, · · · , χiDk ]

Mk =
NT−k+1∑

l=1
αlu

k+l−1

/ ∥∥∥∥∥∥NT−k+1∑
l=1
αlu

k+l−1

∥∥∥∥∥∥
f t
i,k = function(umax

k ,Mk) = sin(θumax
k ,Mk )

=
√

1 − cos2(θumax
k ,Mk ) =

√
1 −
∥∥∥∥(umax

k

)H
Mk

∥∥∥∥2

(21)

Here, we use the sine value of angle between the ideal
weight umax

k and the tentative weight Mk to measure the de-
gree of approach. During the process of search, the sine
value becomes small when the tentative weight gets close
to the desired weight, and the search speed and accuracy
are conditioned on the size of swarm, iteration number and
search dimension. In this paper, the proposed optimal trans-
mit weights based on PSO algorithm is obtained by the fol-
lowing steps:

(1) BS obtains the information of the channels by the
feedback from MS and computes the maximum eigenvalues
λmax

k of each user and determines the first user. By Eq. (14),
the dimension Dk of search space for PSO is determined for
the other users, and then the swarm size Ωk and the maxi-
mum iteration number Ik

max are set for each user.
(2) PSO algorithm is used to search the optimal trans-

mit weight for each user. For the k-th user, after setting
the swarm size of Ωk, we initialize the velocity and loca-
tion for each particle as ζ1

i,k = [ζ1
i1, · · · , ζ1

il, · · · ζ1
iDk

]T , where

ζ1
i,l ∈ [−10, 10] and χ1

i,k = [1, 1, · · · , 1]/
√

NT − k respect-
tively.

(3) Taking ζ1
i,k and χ1

i,k as starting point, PSO is im-
plemented to search the optimal transmit weights. In each
iteration, the temporal best locations are measured and up-
dated by the objective function in (21), and all the particles
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achieve the next optimal directions for the search. For ex-
ample, in the t-th iteration, all particles use the given best
locations pt−1

g,k = [pt−1
g,1 · · · pt−1

g,dk
· · · pt−1

g,Dk
] to update the veloc-

ity and the location by using (19). Then χt
i,k obtained from

(19) of each particle is substituted into (21) to get one cost
function value of f t

i,k. Next, χt
i,k is updated by comparing f t

i,k
with pt

i,dk
∈ pt

i,k(pt
i,k = [pt

i,1 · · · pt
i,dk
· · · pt

i,Dk
]) stored by each

individual particle. Lastly f t
i,k is exchanged among all par-

ticles to obtain the global best location pt
g,k and go into the

t + 1-th iteration. In this paper, χt
i,k is normalized after the

update in each iteration.
(4) PSO algorithm is repeated till the maximum itera-

tion number of Ik
max. We can also set an error function of

angle θumax
k ,Mk to control the search.

The above operations are separately implemented at all
users and the different user has the different search dimen-
sion. In other words, from the 1-st to the NT -th user, the
search dimension becomes small, which leads to the low
SNR. Thus for those “bad” users, we can enlarge the swarm
size or increase the iteration number to obtain the optimal
weights. The increase of computational burden is accept-
able in the case of low search dimension. It is known that,
each user feedbacks the downlink channel information Hk

to the base station before the signals are transmitted, and
after the optimization of transmit weights, the base station
transmits the transmit weight Mk to each user for detect-
ing the received signals. However, when the PSO algorithm
is employed in searching the optimal transmit weights; we
should consider the influence channel estimation error on
the convergence value of PSO algorithm. Here, we denote
the estimated channel matrix of k-user as Ĥk = Hk + H̃k,
where hi j ∈ Hk is the channel coefficient and h̃i j ∈ H̃k is the
channel estimation error with the mean of zero and the vari-

ance of σ2
error(E[

∣∣∣∣̃hi j

∣∣∣∣2]/2 = σ2
error). We will briefly examine

the influence of the estimation error σ2
error on the BER per-

formance in Sect. 4.

3.3.3 Computational Load Analysis

Under the same simulation conditions, we compare the com-
putational complexities of the conventional scheme, the pro-
posed OW-DPC (Optimal Weight-DPC) scheme in this pa-
per, and the schemes in [10] and [14]. At the user side,
compared with other two schemes in [10] and [14], the pro-
posed OW-DPC and the conventional DPC schemes only
employ the modulo operation, but have no need to cancel
the Inter-User Interference (IUI). So we only focus on the
total computational complexity at the base station for each
transmit vector X ∈ CNT×1. The computational complexity
is counted by the number of flops. A flop is defined to be a
real floating point operation, e.g., a real addition, multiplica-
tion, or division is counted as one flop. In this paper, a SVD
has a complexity with the order of max(p2q, pq2, q3) for the
k-th user, where p = NT and q = k−1 [18]. The particle num-
berΩk = 10 and the iteration number Ik

max = 20 are assumed.
In this paper, the PSO algorithm has at least the amount of

Table 1 Computational complexity.

real computation of [Ωk(10 + Φ f ) + Ωk − 1] × Ik
max till the

convergence is obtained, where Φ f denotes the amount of
computation of objective function. The total computational
complexities for each transmit vector X ∈ CNT×1 are derived
as Table 1.

Table 1 shows the computational complexity of the
conventional DPC scheme, the proposed OW-DPC scheme
in this paper, the scheme in [10], and the scheme in [14]. For
example, in the case of single receive antenna, the computa-
tional complexity of those schemes are 844, 25380, 13398
and 109024 flops, respectively. It is noticed that the conven-
tional DPC scheme consumes the least computational com-
plexity compared with the other three schemes. However, in
this paper, the complexity of the conventional DPC scheme
is computed without considering of the optimal transmit
weights and the order. In particular, for the optimal transmit
weights and the order of the conventional DPC scheme, [21]
gives the solution to find the optimal covariance structures.
But the solution is still difficult because it is the nonconvex
optimization problem and consumes the great computational
load. It is also noticed that the scheme in [14] consumes the
largest computational load because of the continuous com-
plex vector space. For the proposed scheme in this paper, we
only search the optimal coefficients in the real vector space
and greatly reduce the computational load. In addition, al-
though the scheme in [10] consumes less computational load
compared to the proposed OW-DPC scheme, the residual
IUI at the user side will lead to the certain loss of achiev-
able rate and the degradation of BER performance. In the
case of multiple receive antennas, it is also noticed that the
proposed scheme in this paper does not consume large com-
putational load compared with the schemes in [10] and [14].
Considering all the above together, the proposed scheme in
this paper is feasible to be actually implemented.

3.3.4 Achievable Sum-Rate Analysis

Assuming that the transmit data streams are independently
encoded and decoded, the sum-rate capacity of the multiuser
MIMO system is simply the summation of capacity of each
individual user. In this section we discuss the system achiev-
able sum-rate of the proposed scheme.

It is well known that the DPC scheme achieves the ca-
pacity region, when the users cooperate [2], [19]. The sum
achievable rate of ZF DPC can be expressed as

RDPC =

Nu∑
k=1

{
log μDPCl2k,k

}
+

(22)
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where μDPC solves
∑Nu

k=1 [μDPC − 1/l2k,k]+ = PT .
In the proposed optimal weight scheme with PSO, the

sum achievable rate can be expressed as

ROW−DPC = max
Mk ,Hk M j=0,k> j

log

∣∣∣∣∣∣I + 1
σ2

n
HMMH HH

∣∣∣∣∣∣
= max

Hk M j=0,k> j

Nu∑
k=1

log

∣∣∣∣∣∣I+ 1
σ2

n
Hk Mk MH

k HH
k

∣∣∣∣∣∣ (23)

and the further simplification is expressed as

ROW−DPC =

Nu∑
k=1

[
log2 μOW−DPCl′2k,k

]
+

(24)

where μOW−DPC solves
∑Nu

k=1

[
μOW−DPC − 1/l′2k,k

]
+
= PT and

l′k,k = ‖Hk Mk‖. From (22) and (24) it is noticed that in the
case of water filling algorithm the achievable rate of system
is affected by the factors of l2k,k and l′2k,k. In the proposed
scheme, for the k-th user, the optimal user order and the
transmit weight Mk is obtained by using PSO, which makes
the transmit weight of each user close to λmax

k . Accordingly
we have the following relationship.

RDPC ≤ ROW−DPC ≤
Nu∑

k=1

log
(
1 +

pk

σ2

[
λmax

k

]2)
(25)

where pk is the transmit power for the k-th user. It is know
that, for a given channel matrix, unitary matrix of right mul-
tiplication do not alter the continuous product of singular
values, and in the case of high SNR, for the given selected
users, it is proved that the sum achievable rate of RDPC in-
dependent on the user order, which is explained in the ap-
pendix, moreover, the proposal in our paper has the different
continuous product of effective channel gain l′k,k. However,
compared with the single receive antenna case in the DPC,
the proposed scheme can obtain more transmit diversity and
also adequate independent users with multiple receive an-
tennas.

4. Computer Simulation

In this section, we present the simulation results demonstrat-
ing the performance of the proposed scheme. To verify the
performance of the proposed scheme, first, we compare the
achievable sum-rate between the proposed scheme and the
other schemes, such as conventional ZF DPC based on QR
decomposition, CI and BD with the water filling algorithm.
Then we compare the average BER performance of each
user and demonstrate the feasibility of the proposed scheme.

We consider the case of 4 × (1, 1, 1, 1) contributing
channels in MU-MIMO, where the average achievable rate
of system is determined for the total 1000 realizations of H.
In this paper, we assume Ωk = 10, the convergence value
can be obtained at Ik

max = 20. The computational load also
has been discussed in Sect. 3, from which it is clear that the
proposed scheme is feasible when the iteration number is
set to Ik

max = 20. Figure 2 shows that the channel inversion

Fig. 2 Comparison of achievable sum-rate among the proposed OW-
DPC (Optimal Weight with DPC), conventional QR DPC, BD and Channel
Inversion.

scheme obtains the close average capacity to BD scheme
by employing the water filling, but both of those two meth-
ods are inferior to the conventional DPC, which approaches
the multiuser capacity more closely. The simulation results
show that the proposed scheme obtains a slight advantage
to the conventional DPC in the case of Nu = 4 and it has
the same achievable rate as the conventional DPC at 20 dB.
However, we can obtain more rate in the case of Nu ≥ NT ,
e.g., Nu = 6, because of the optimal the user ordering and di-
versity, while in the same conditions, the conventional DPC
can not obtain diversity.

Next we show the average BER performance of pro-
posed transmit scheme and compare it with the BD, CI and
the conventional DPC schemes in case of Nu = NT . Here
we only consider the uniform assignment of transmit power
to all users. Figure 3 shows the case of single receive an-
tenna in the downlink of 4 × (1, 1, 1, 1) MU-MIMO. The
particle number Ωk = 10 and the iteration number Ik

max = 20
are set in the PSO algorithm and QPSK is used to modu-
late the transmit signal in this paper. The BER performance
is simulated under the same simulation condition for BD,
CI (ZF&MMSE) and the conventional DPC based on the
QR decomposition. Firstly, in the case of perfect CSI (solid
line), we observe that, without considering the power distri-
bution on the diagonal elements of effective channels, both
BD and CI with ZF can completely eliminate the IUI on i.i.d.
flat Rayleigh fading channels and these two methods show
almost the same performance as the SISO case in the same
Rayleigh fading channels.

As shown in Fig. 3, though the channel inversion with
MMSE can not exactly cancel the IUI caused by the spa-
tially multiplexing, it can reduce the noise enhancement be-
tween 0 and 12 dB. The conventional QR DPC, referred to as
the interference dependent nonlinear precoding, can obtain
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Fig. 3 Comparison of BER characteristics among the proposed OW-
DPC, BD, Channel Inversion (ZF & MMSE) and conventional QR DPC.

the better performance compared with the BD and Chan-
nel Inversion scheme. In the case of conventional DPC,
the QR decomposition only aims to cancel the IUI but does
not involve the optimality of transmit weights. The pro-
posed transmit scheme with optimal weights by PSO, not
only suppresses the IUI completely, but also searches the
optimal transmit weights achieving the transmit diversity as
large as possible for each MS. Figure 3 shows the proposed
scheme has obtained the better BER performance by about
4 dB than the conventional DPC at BER=10−3. Then we
discuss the influence of CSI estimation error on the pro-
posed scheme and compare the proposed scheme with the
conventional DPC. We denote the cases of CSI estimation
error by dotted lines. Figure 3 shows that compared with
the case of perfect CSI (σ2

error = 0), the BER performance
of the proposed scheme for the estimation error σ2

error of
0.005 and 0.05 deteriorates by 0.6 dB and 2 dB at the av-
erage BER=1.E-03 respectively. It is also noticed that the
proposed scheme is more easily affected by the CSI estima-
tion error compared to the conventional DPC scheme. This
is because some convergence error exists during the search
of optimal weights with PSO algorithm. For these prob-
lems, some error detection techniques can be employed to
reduce the CSI estimation error, such as Cyclic Redundancy
Check (CRC) code and Automatic Repeat-Request (ARQ)
schemes etc. Since the assessing the CSI estimation error is
a big topic to all the MU MIMO downlink schemes, we re-
strict the discussion only in Fig. 3. In the following section,
we assume that there is no estimation error on CSI.

Figure 4 shows the BER performance of proposed
scheme with multiple receives antennas and it is compared
with the conventional DPC and the SU-MIMO scheme. The
conventional DPC based on QR decomposition is available
to the users equipped with single receive antenna only. In
the case of users with multiple receive antennas, if the con-
ventional DPC scheme is employed to cancel the IUI, BS

Fig. 4 Comparison of BER characteristics between the proposed OW-
DPC with multiple receive antennas, the conventional QR DPC and the
SU-MIMO scheme.

cannot afford to give enough diversity to users, and only
small or no throughput is available for users. However, the
proposed scheme can ensures the throughput for each user
and achieve more transmit diversity for each user. In addi-
tion, based on the channel condition and the QOS require-
ment for users, the PSO search algorithm works with dif-
ferent swarm size of Ωk and the iteration number of Ik

max to
improve the transmit gains. As shown in Fig. 4, with the in-
crease of receive antenna number, the system performance
can be greatly improved. In addition, we compared the pro-
posed MU-MIMO scheme with the SU-MIMO scheme in
Fig. 4. In the SU-MIMO scheme, since the IUI does not
exist, the largest transmit gain is obtained by using the Max-
imum Beam (MB) method, which is the same situation as
the user 1 in the proposed MU-MIMO. The BER of user 1
in the proposed MU-MIMO scheme is exactly the same as
the one of SU-MIMO, since the IUI for the user 1 in the
proposed scheme is completely excluded at the base station.
But, as for the average BER performance, the BER of pro-
posed MU-MIMO is inferior to the one of SU-MIMO due
to the degraded BER’s of user 2, user 3 and user 4.

5. Conclusion

A novel scheme with optimal transmit weights for each sub-
carrier of MU-MIMO OFDM downlink has been proposed,
in which we employed the PSO algorithm to search the op-
timal transmit weights and achieved the significantly better
performance than the conventional DPC, BD and Channel
Inversion schemes. With the CSI being known at both of
BS and MS, the BS determines the user order and the cor-
responding transmit weight to each user with as large trans-
mit gain as possible. The DPC has been used not only to
suppress the IUI, but also to maintain the system capacity.
In the case of single receive antenna at each MS, the pro-
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posed scheme approaches more closely to the capacity of
MU-MIMO than the above other conventional schemes, be-
cause of the optimal user ordering and transmit weight de-
sign by using the principle of DPC and the PSO. In addition,
the proposed scheme can employ the multiple receive anten-
nas, whereas the conventional DPC based on QR decompo-
sition is equipped with only one receive antenna at each MS.
Equipping multiple receive antennas in the proposed scheme
enables the user to obtain the better BER performance, espe-
cially for the user with weak receive SNR. For the PSO al-
gorithm, the swarm size and iteration number determine the
search accuracy and the required computation time. Thus,
according to the requirement of each user, we can indepen-
dently make the optimal search for each user. Through the
comparative analysis of computational complexity, the fea-
sibility of proposed scheme has been proved.
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Appendix: Derivation of Sum-Capacity of Proposed
Scheme

We use the similar method in [20] to analyze the sum-
capacity between conventional DPC and proposed scheme
at high SNR. For the given selected channels, we have

Nu∏
k

lk,k=det(HHH)=det(HMMH HH)=
NT∏
k

l′k,k (A· 1)

where l′k,k denotes the effective coefficient of channel in the
proposed scheme. We define the following arithmetic means

Γa =
1

NT

NT∑
k=1

1
l2

k,k

, Γ′a =
1

NT

NT∑
k=1

1

l′2k,k

and the geometric mean

Γg =

⎛⎜⎜⎜⎜⎜⎜⎝
NT∏
k=1

1/l2k,k

⎞⎟⎟⎟⎟⎟⎟⎠
1/NT

=

⎛⎜⎜⎜⎜⎜⎜⎝
NT∏
k=1

1/l′2k,k

⎞⎟⎟⎟⎟⎟⎟⎠
1/NT

Then we examine the existence of μDPC and μOW−DPC

to satisfy PT < ∞ with Eqs. (22) and (24).

Nu∑
k=1

[μDPC − 1/l2k,k]+ = PT (A· 2)

Nu∑
k=1

[
μOW−DPC − 1/l′2k,k

]
+
= PT (A· 3)
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We only need to find μDPC and μOW−DPC to satisfy
(A· 2) and (A· 3) with PT < ∞. In (A· 2) we assume
μDPC > 1/l2k,k and it becomes

Nu∑
k=1

μDPC−
Nu∑

k=1

1/l2k,k=PT ⇒
Nu∑

k=1

μDPC =PT+

Nu∑
k=1

1/l2k,k (A· 4)

By letting μ0
DPC
= PT0/Nu + Ma, we obtain

Nu∑
k=1

μ0
DPC
=

Nu∑
k=1

(
PT0

Nu
+Γa

)
=PT0+

Nu∑
k=1

Γa=PT0+

Nu∑
k=1

1/l2k,k (A· 5)

Similarly, we can find μ0
OW−DPC

= PT0/Nu + Γb satisfying PT0

<∞. So for all PT > PT0 , (22) can be expressed as

RDPC =

Nu∑
k=1

{
log μDPCl2k,k

}
+
=

Nu∑
k=1

{
log
[
(PT /Nu + Γa) l2k,k

]}
+

= log

⎡⎢⎢⎢⎢⎢⎢⎣(PT /Nu + Γa)Nu

Nu∏
k=1

l2k,k

⎤⎥⎥⎥⎥⎥⎥⎦
+

= log
{[

(PT /Nu + Γa) /Γg
]Nu
}
+

= Nu log
[
(PT /Nu + Γa) /Γg

]
(A· 6)

Similarly, (24) can be expressed as

ROW−DPC = Nu log
[(

PT /Nu + Γ
′
a
)
/Γg
]

(A· 7)

From (A· 6) and (A· 7), when PT → ∞ we have

lim
PT→∞

(ROW−DPC − RDPC)

=Nu lim
PT→∞

{
log
[(

PT /Nu+Γ
′
a
)
/
(
PT /Nu+Γ

′
a
)]}
=0 (A· 8)

In the case of Nu ≥ NT , we have l′k,k ≥ lk,k because of
the optimal user order by using PSO, so the proposal can
obtain the more achievable rate.
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