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Abstract We study extended thermodynamics of dense gases by adopting the system of field equations
with a different hierarchy structure to that adopted in the previous works. It is the theory of 14 fields
of mass density, velocity, temperature, viscous stress, dynamic pressure and heat flux. As a result,
most of the constitutive equations can be determined explicitly by the caloric and thermal equations
of state. It is shown that the rarefied-gas limit of the theory is consistent with the kinetic theory of
gases. We also analyze three physically important systems, that is, a gas with the virial equations of
state, a hard-sphere system and a van der Waals fluid, by using the general theory developed in the
former part of the present work.
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1 Introduction

Extended thermodynamics (ET) [1] is a phenomenological field theory capable of describing nonequi-
librium phenomena with steep gradients and rapid changes that may be out of local equilibrium.
While thermodynamics of irreversible processes (TIP) [2] relies essentially on the assumption of local
equilibrium. In this respect, the validity range of ET is wider than that of TIP. Moreover, ET can
predict finite speeds of disturbances as its basic system of equations is hyperbolic. On the contrary,
TIP predicts infinite speeds of disturbances because of its parabolic character.

A well-known theory of viscous heat-conducting fluids based on TIP is the Navier-Stokes Fourier
theory with 5 independent field variables; the mass density, the velocity and the temperature [2,3]. On
the other hand, ET adopts more independent field variables. To be more specific, let us summarize ET
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for rarefied monatomic gases with 13 independent fields; mass density F (= ρ), momentum density Fi,
momentum flux Fij , and energy flux Fppi [1,4]. The system of field equations is of balance type such
that

∂F

∂t
+
∂Fk

∂xk
= 0,

∂Fi

∂t
+
∂Fik

∂xk
= 0,

∂Fij

∂t
+
∂Fijk

∂xk
= P⟨ij⟩,

∂Fppi

∂t
+
∂Fppik

∂xk
= Pppi,

(1)

where Fijk and Fppik are the fluxes of Fij and Fppi, respectively, and P⟨ij⟩ and Pppi are the productions
with respect to Fij and Fppi, respectively. Here P⟨ij⟩ is a symmetric traceless tensor. The first two
equations and the trace part of the third equation represent the conservation laws of mass, momentum
and energy, respectively. We notice the hierarchy structure of the system such that: (i) the tensorial
rank of the equations increases one by one starting from the mass balance equation, and (ii) the flux
in one equation becomes the density in the next equation. Such hierarchy is dictated by the moment
equations in the kinetic theory of monatomic gases. As a consequence, Fii(= ρv2 + 3p) is, except for a
factor 1/2, equal to the energy density, ρv2/2 + ρε, and therefore 3p = 2ρε, where vi, ε and p are the
velocity, specific internal energy density and pressure, respectively. Therefore ET with this hierarchy
structure is valid only for rarefied monatomic gases.

When the hierarchy of the basic equations are truncated as in the system (1), we need, as a closure
procedure, constitutive equations for the quantities that are not in the list of the densities (independent
field variables). In ET, we assume that such quantities depend locally on the densities. Their functional
forms are severely restricted by the universal physical principles; the principle of objectivity, the entropy
principle and the principle of causality. Most of the constitutive equations are fully prescribed by the
equilibrium properties of gases [1,4].

ET constructed in such a phenomenological way was proved to be consistent with the Grad’s proce-
dure in the kinetic theory based on the Boltzmann equation [5]. Moreover, this theory was generalized
in order to develop ET with any number of independent variables. These theories of ET have been
applied successfully to various nonequilibrium phenomena such as light scattering, sound waves, heat
waves (second sound), structure of shock waves [1].

The Navier-Stokes Fourier theory comes out as a limiting case of ET through carrying out the
so-called Maxwellian iteration [6]. In this respect, the Navier-Stokes Fourier theory can be seen as an
approximation of ET where the relaxation times of dissipative fluxes (viscous stress and heat flux) are
negligible (Navier-Stokes Fourier limit).

However, within its validity range, the classical Navier-Stokes Fourier theory is applicable to any
fluids that are not necessarily limited to rarefied gases nor to monatomic gases. Therefore, after the
successful establishment of ET for rarefied monatomic gases, there appeared many studies of ET for
rarefied polyatomic gases [7–9] and also for real gases (or dense gases) [10–15].

In dense gases, no simple relationship between the pressure p and the specific internal energy ε
exists, and moreover the so-called dynamic pressure Π (trace of the viscous stress tensor) does not
vanish. Taking these facts into account, the previous authors tried to establish ET by postulating a
similar hierarchy structure to (1), but with 14 densities including a fourth-rank tensorial density [12,
14,15]. However, the other feature that a flux in a equation becomes a density in the next equation was
abandoned. Because of this generality, the constitutive equations could not be fully determined from
the knowledge of the equilibrium properties of gases. Moreover, as we expect, when the Maxwellian
iteration procedure is applied, we have to obtain the Navier-Stokes Fourier constitutive equations. The
postulation of the fourth-rank tensorial density seems to be not well justified because, as can be seen in
the next section, it does not have any straightforward counterpart in the Navier-Stokes Fourier limit.

The objective of the present paper is to propose an ET theory of dense gases by adopting the
system of field equations with a different hierarchy structure to (1). We will show that most of the
constitutive equations can be determined explicitly by the caloric and thermal equations of state. We
will also analyze three physically important systems, that is, a gas with a virial equations of state,
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a hard-sphere system and a van der Waals gas, by using the general theory developed in the present
paper.

Notations

– A dot on a generic quantity ψ represents the material time derivative:

ψ̇ ≡ ∂ψ

∂t
+ vi

∂ψ

∂xi
.

– Parentheses around a set of N indices represent the symmetrization with respect to these indices,
that is, the sum over all N ! permutations of the indices divided by N !. For example,

a(ibj) =
1
2!

(aibj + ajbi),

a(ibjck) =
1
3!

[ai(bjck + bkcj) + aj(bkci + bick) + ak(bicj + bjci)] .

– Angular brackets denote the symmetric traceless part with respect to these indices (deviatoric
part). For example,

a⟨ij⟩ = a(ij) −
1
3
akkδij .

2 Model of dense gases

2.1 Heuristic viewpoint

In order to grasp the structure of the basic system appropriate for ET of dense gases, first of all, let
us reconsider the structure of the Navier-Stokes Fourier system. In addition to the usual conservation
laws of mass, momentum, and energy:

∂ρ

∂t
+

∂

∂xk
(ρvk) = 0,

∂

∂t
(ρvi) +

∂

∂xk
(ρvivk − tik) = 0,

∂

∂t

(
ρv2

2
+ ρε

)
+

∂

∂xk

[(
ρv2

2
+ ρε

)
vk − tkjvj + qk

]
= 0,

(2)

we have the constitutive equations:

S⟨ij⟩ = 2µ
∂v⟨i

∂xj⟩
, Π = −ν ∂vk

∂xk
, qi = −κ ∂T

∂xi
, (3)

where tij is the stress tensor expressed by

tij = −pδij + Sij = − (p+Π) δij + S⟨ij⟩ (4)

with Sij being the viscous stress tensor and Π(≡ −Sii/3) the dynamic pressure, and qi is the heat
flux. The coefficients µ, ν and κ are the shear viscosity, the bulk viscosity and the heat conductivity,
respectively. Here we observe that, as in the paper [16], the equation (3) can be rewritten in the form:

∂

∂xk

(
viδjk + vjδik − 2

3
vkδij

)
=
S⟨ij⟩

µ
,

∂vk

∂xk
= −Π

ν
,

∂T

∂xk
= −qk

κ
.

(5)
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The system composed of equations (2) and (5) can be seen as a system of 14 equations for the 14
unknown variables: ρ, vi , ε, qi, S⟨ij⟩ and Π. Its mathematical structure is in the form of balance
type, but, in eq. (5), we have no term with time derivative. Therefore the system is not hyperbolic but
parabolic.

It is, therefore, natural to assume that the mathematical structure of balance laws in ET of dense
gases must be of the following type:

∂F

∂t
+
∂Fk

∂xk
= 0,

∂Fi

∂t
+
∂Fik

∂xk
= 0,

∂Gii

∂t
+
∂Giik

∂xk
= 0,

∂Fij

∂t
+
∂Fijk

∂xk
= Pij ,

∂Gppi

∂t
+
∂Gppik

∂xk
= Qppi,

(6)

where F is the mass density, Fi is the momentum density,Gii is the energy density, Fij is the momentum
flux, and Gppi is the energy flux. And Fijk and Gppik are the fluxes of Fij and Gppi, respectively, and
Pij and Qppi are the productions with respect to Fij and Gppi, respectively. To justify this structure,
we observe that equations (2) correspond to (6)1,2,3 with the condition that Fii is different from Gii

because, as mentioned before, no simple relation exists between the pressure and the internal energy
in dense gases. The equation (6)4 can be split into the deviatoric and trace parts that have the
mathematical structure of (5)1,2 when the terms with time derivatives are neglected. While equation
(6)5 in the steady case have the mathematical structure of the type of the Fourier’s law (5)3.

We observe also that the structure of (6) is much more restrictive than that adopted in the previous
works, and moreover the system does not have the fourth-rank tensor in the set of densities.

To sum up, the hierarchy structure of the system (6) is composed of two parallel series: The one is
the series starting from the mass and momentum balance equations (F -series) and the other is from
the energy balance equation (G-series). In each series, the flux in one equation becomes the density
in the next equation. Such a structure is also completely consistent with the structure of the set of
balance equations derived from the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy of
many-body distribution functions [17] in statistical mechanics, which is valid not only for rarefied
gases but also for dense gases and liquids.

2.2 Statement of the model of dense gases

We can now definitely formulate the thermodynamic model for ET of dense gases as follows: The basic
system of field equations is of balance type given by (6) with 14 independent field variables,

mass density: F (= ρ),
momentum density: Fi (= ρvi),
energy density: Gii,

momentum flux: Fij ,

energy flux: Gppi.

(7)

2.3 Galilean invariance

We decompose Fi1···ink and Gi1···ink into the convective and non-convective parts:

Fi1···ink = Fi1···invk +Hi1···ink,

Gi1···ink = Gi1···invk + Ji1···ink.

In particular, the quantities Fijk and Gppik are decomposed as follows: Fijk = Fijvk + Hijk and
Gppik = Gppivk + Jppik.

The balance equations (6) should be invariant under the Galilean transformation. The general
theory of the invariance with respect to the Galilean transformation was given in [18]. As the present
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balance equations have a natural order like a moment-theory, we assume that the Galilean invariant
form of one equation depends only on its previous ones in the order, and in agreement with the result
of [18] we have the unique polynomial dependence of the quantities on the velocity expressed by

Gii = ρvivi +mii,

Fij = ρvivj +Mij ,

Gppi = ρvpvpvi +mppvi + 2vpMpi +mppi,

Hijk = 2v(iMj)k +Mijk,

Jppik = 3v(pvpMi)k + 2vpMpik + vimppk +mppik,

Qppi = Qi + 2vpPpi,

(8)

where mii, Mij , mppi, Mijk and mppik do not depend on the velocity, and the productions Pij and
Qi are also independent of the velocity. Moreover the term vpMpi, by taking into account that the
tensor Mpi can be represented as the sum of its deviatoric and trace parts, can be written as vpM⟨pi⟩ +
(1/3)viMpp. Similarly we have vpMpik = vpM⟨pi⟩k + (1/3)viMppk.

With Eq. (8), the balance equations (6) can be rewritten as

ρ̇+ ρ
∂vk

∂xk
= 0,

ρv̇i +
∂Mij

∂xj
= 0,

ṁii +mii
∂vk

∂xk
+
∂miik

∂xk
+ 2

∂vi

∂xk
Mik = 0,

Ṁii +Mii
∂vk

∂xk
+
∂Miik

∂xk
+ 2

∂vi

∂xk
Mik = Pii,

Ṁ⟨ij⟩ +M⟨ij⟩
∂vk

∂xk
+
∂M⟨ij⟩k

∂xk
+ 2

∂v⟨i

∂xk
Mj⟩k = P⟨ij⟩,

ṁppi +mppi
∂vk

∂xk
+
∂mppik

∂xk
+ 2

∂vp

∂xk
Mpik +

∂vi

∂xk
mppk + 2Mpiv̇p +mppv̇i = Qi.

(9)

As the first three equations represent the conservation laws of mass, momentum and energy, the
quantities Mij , mii and mppi have the following conventional meanings:

stress tensor: tij = −Mij (= − (p+Π) δij + S⟨ij⟩), (10)

specific internal energy: ε =
1
2ρ
mii, (11)

heat flux: qi =
1
2
mppi, (12)

where the pressure p depends only on ρ and mii. We will see in Section 3.3 that the decomposition in
Eq. (10) is consistent in the present theory. Mij is symmetric because we deal with non-polar materials.
Therefore Pij is symmetric and Mijk is symmetric only with respect to the first two indices.

We may adopt {ρ, vi,mii,Π,M⟨ij⟩,mppi} as a set of independent variables instead of {F, Fi, Gii, Fii,
F⟨ij⟩, Gppi}. The balance equation of Mii (Eq.(9)4) is then rewritten as follows:

Π̇ +
(

5
3
p− ρ

∂p

∂ρ
− (mrr + 2p)

∂p

∂mqq

)
∂vk

∂xk
+
(

5
3
− 2

∂p

∂mqq

)
Π
∂vk

∂xk

+ 2
(

1
3
− ∂p

∂mqq

)
∂vr

∂xk
M⟨rk⟩ +

1
3
∂Mrrk

∂xk
− ∂p

∂mqq

∂mrrk

∂xk
=
Prr

3
. (13)
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3 Constitutive equations

We need the constitutive equations in order to set up the closed system of field equations. We assume
that the constitutive quantities at one point and time depend on the independent fields at that point
and time, i.e., local and instantaneous, therefore we have

Ψ = Ψ̂(ρ, mii, Π, M⟨ij⟩, mppi), (14)

where Ψ is one of the constitutive quantities {Mijk, mppik, Pij , Qi}.
We apply to the present case the constitutive theory established in ET [1] where we impose the

following universal physical principles on the constitutive equations:

– Material frame indifference principle:
The proper constitutive equations are independent of an observer. The material frame indifference
principle together with the requirement of the Galilean invariance of balance laws constitute the
so-called objectivity principle (the principle of relativity).

– Entropy principle:
All solutions of the system of field equations must satisfy the entropy balance with a non-negative
entropy production:

∂h

∂t
+
∂(hvk + φk)

∂xk
= Σ = 0 ⇔ ḣ+ h

∂vk

∂xk
+
∂φk

∂xk
= Σ = 0, (15)

where h is the entropy density, hk is the entropy flux (hk = hvk + φk: φk is the non-convective
entropy flux), and Σ is the entropy production. Here h and φk are constitutive quantities:

h = h(ρ, mii, Π, M⟨ij⟩, mppi),

φk = φk(ρ, mii, Π, M⟨ij⟩, mppi).
(16)

– Causality:
This requires the concavity of the entropy density and guarantees the hyperbolicity of the system
of field equations. This also ensures the well-posedness (local in time) of a Cauchy problem and the
finiteness of the propagation speeds of disturbances.

3.1 Relations derived from the entropy principle

The entropy principle can be expressed that the following inequality with Lagrange multipliers Λ, Λi, λ, Λij

and λi must be satisfied for all fields, ρ through mppi [19]:

ḣ+ h
∂vk

∂xk
+
∂φk

∂xk
− Λ

[
ρ̇+ ρ

∂vk

∂xk

]
− Λi

[
ρv̇i +

∂Mij

∂xj

]
− λ

[
ṁii +mii

∂vk

∂xk
+
∂miik

∂xk
+ 2

∂vi

∂xk
Mik

]
− Λii

[
Π̇ +

(
5
3
p− ρ

∂p

∂ρ
− (mrr + 2p)

∂p

∂mqq

)
∂vk

∂xk
+
(

5
3
− 2

∂p

∂mqq

)
Π
∂vk

∂xk

+ 2
(

1
3
− ∂p

∂mqq

)
∂vr

∂xk
M⟨rk⟩ +

1
3
∂Mrrk

∂xk
− ∂p

∂mqq

∂mrrk

∂xk
− Prr

3

]
− Λ⟨ij⟩

[
Ṁ⟨ij⟩ +M⟨ij⟩

∂vk

∂xk
+
∂M⟨ij⟩k

∂xk
+ 2

∂v⟨i

∂xk
Mj⟩k − P⟨ij⟩

]
− λi

[
ṁppi +mppi

∂vk

∂xk
+
∂mppik

∂xk
+ 2

∂vp

∂xk
Mpik +

∂vi

∂xk
mppk + 2Mipv̇p +mppv̇i −Qi

]
= 0.
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Using the expressions (14) and (16) and taking into account the fact that the following derivatives,

ρ̇, v̇i, ṁll, Π̇, Ṁ⟨ij⟩, ṁppi,
∂ρ

∂xk
,
∂vi

∂xk
,
∂mll

∂xk
,
∂Π

∂xk
,
∂M⟨ij⟩

∂xk
,
∂mppi

∂xk
, (17)

can have any values, we obtain the relations:

dh = Λdρ+ λdmii + ΛiidΠ + Λ⟨ij⟩dM⟨ij⟩ + λidmppi, (18)

dφk = Λkdp+ ΛkdΠ + ΛidM⟨ik⟩ +
(
λ− Λll

∂p

∂mqq

)
dmiik

+
Λll

3
dMiik + Λ⟨ij⟩dM⟨ij⟩k + λidmppik, (19)

and

Λi = −1
ρ

(λimkk + 2λjMij) , (20)[
h− Λρ− λ(mss + 2p) − 2λΠ − Λll

(
5
3
p− ρ

∂p

∂ρ
− (mss + 2p)

∂p

∂mrr

)
− ΛllΠ

(
5
3
− 2

∂p

∂mrr

)
− Λ⟨rs⟩M⟨rs⟩ − λrmssr

]
δik

− 2λM⟨ik⟩ + 2
∂p

∂mrr
M⟨ik⟩Λll − 2λjM⟨ij⟩k − 2

3
λiMllk

− λimllk − 2Λ⟨ir⟩M⟨rk⟩ −
2
3
ΛllM⟨ik⟩ − 2Λ⟨ik⟩(p+Π) = 0. (21)

The residual inequality is given by

Σ =
1
3
ΛiiPjj + Λ⟨ij⟩P⟨ij⟩ + λiQi = 0. (22)

3.2 Equilibrium

Equilibrium is defined as a process in which the productions Pii, P⟨ij⟩ and Qi vanish. The entropy
production Σ becomes minimum and vanishes in equilibrium, and then we obtain the necessary con-
ditions:

ΛE
ii = 0, ΛE

⟨ij⟩ = 0, λE
i = 0, (23)

where index E denotes equilibrium. Therefore the Lagrange multipliers Λii, Λ⟨ij⟩ and λi play a role of
characterizing nonequilibrium phenomena, and will be called nonequilibrium variables.

From Eq. (18) and mii = 2ρε, we have the relation:

dhE = ΛEdρ+ 2λEd(ρε). (24)

On the other hand, taking into account that hE = ρs where s is the entropy density and that Tds =
dε− (p/ρ2)dρ (the Gibbs equation), we have

dhE = − g

T
dρ+

1
T

d(ρε), (25)

where g (= ε + p/ρ − Ts) is the chemical potential and T the abosolute temperature. Now, by com-
parison, we conclude that

ΛE = − g

T
, λE =

1
2T

. (26)

We observe that the trace part of Eq. (21) in equilibrium becomes an identity.
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3.3 Derivation of the constitutive equations

In order to transform the independent variables from {ρ , mii, Π , M⟨ij⟩ , mppi} to {Λ , λ, Λii , Λ⟨ij⟩,
λi}, we introduce the new potentials h′ and φ′

k as follows:

h′ = Λρ+ λmii + ΛiiΠ + Λ⟨ij⟩M⟨ij⟩ + λimppi − h, (27)

φ′
k = λmiik +

1
3
ΛllMiik + Λ⟨ij⟩M⟨ij⟩k + λimppik − φk. (28)

Then we have

dh′ =ρdΛ+miidλ+ΠdΛll +M⟨ij⟩dΛ⟨ij⟩ +mppidλi, (29)

dφ′
k = − Λk (dp+ dΠ) − ΛidM⟨ik⟩ +

∂p

∂mjj
Λlldmppk

+mppkdλ+
1
3
MiikdΛll +M⟨ij⟩kdΛ⟨ij⟩ +mppikdλi. (30)

By using the representation theorem that ensures the principle of objectivity, the potentials h′ and
φ′

k are expanded around an equilibrium state with respect to the nonequilibrium variables {Λkk, Λ⟨ij⟩, λi}
as follows:

h′ = h′E + h1Λkk + h2Λ
2
kk + h3Λ⟨ij⟩Λ⟨ij⟩ + h4λiλi + h5Λ

3
kk + h6ΛkkΛ⟨ij⟩Λ⟨ij⟩

+ h7Λ⟨ij⟩Λ⟨in⟩Λ⟨nj⟩ + h8Λkkλiλi + h9λiλjΛ⟨ij⟩ +O(4), (31)

φ′
k = (β1 + β2Λll)λk + β3Λ⟨ki⟩λi +O(3), (32)

where the coefficients h1, · · · , h9 and β1, β2, β3 are the functions of Λ and λ. From Eqs. (26)-(27), we
have the relation:

h′E = ΛEρ+ λEmii − hE = −p
E

T
. (33)

From Eqs. (31) and (32), we obtain

dh′ = dh′E + Λkkdh1 + Λ2
kkdh2 + Λ⟨ij⟩Λ⟨ij⟩dh3 + λiλidh4 + Λ3

kkdh5

+ ΛkkΛ⟨ij⟩Λ⟨ij⟩dh6 + Λ⟨ij⟩Λ⟨in⟩Λ⟨nj⟩dh7 + Λkkλiλidh8 + λiλjΛ⟨ij⟩dh9

+
(
h1 + 2h2Λkk + 3h5Λ

2
kk + h6Λ⟨ij⟩Λ⟨ij⟩ + h8λiλi

)
dΛll

+
(
2h3Λ⟨ij⟩ + 3h7Λ⟨n⟨i⟩Λ⟨j⟩n⟩ + 2h6ΛkkΛ⟨ij⟩ + h9λ⟨iλj⟩

)
dΛ⟨ij⟩

+
(
2h4λi + 2h8Λkkλi + 2h9Λ⟨ij⟩λj

)
dλi +O(4), (34)

dφ′
k = λkdβ1 + Λllλkdβ2 + Λ⟨ki⟩λidβ3 + (β1 + β2Λll)dλk

+ β3Λ⟨ki⟩dλi + β2λkdΛll + β3λidΛ⟨ki⟩ +O(3). (35)

Comparing two expressions of ∂h′

∂Λll
derived from Eqs. (29) and (34) with each other, we obtain

Π = h1 + 2h2Λkk + 3h5Λ
2
kk + h6Λ⟨ij⟩Λ⟨ij⟩ + h8λiλi +O(3). (36)

As Π vanishes in equilibrium, h1 ≡ 0. In a similar way, we compare two expressions of ∂h′

∂Λ , ∂h′

∂λ , ∂h′

∂Λ⟨ij⟩

and ∂h′

∂λi
derived from Eqs. (29) and (34) with each other, then we obtain

ρ = ρE +
∂h2

∂Λ
Λ2

kk +
∂h3

∂Λ
Λ⟨ij⟩Λ⟨ij⟩ +

∂h4

∂Λ
λiλi +

∂h5

∂Λ
Λ3

kk +
∂h6

∂Λ
ΛkkΛ⟨ij⟩Λ⟨ij⟩

+
∂h7

∂Λ
Λ⟨ij⟩Λ⟨n⟨i⟩Λ⟨j⟩n⟩ +

∂h8

∂Λ
Λkkλiλi +

∂h9

∂Λ
λiλjΛ⟨ij⟩ +O(4),

mii = mii
E +

∂h2

∂λ
Λ2

kk +
∂h3

∂λ
Λ⟨ij⟩Λ⟨ij⟩ +

∂h4

∂λ
λiλi +

∂h5

∂λ
Λ3

kk +
∂h6

∂λ
ΛkkΛ⟨ij⟩Λ⟨ij⟩

+
∂h7

∂λ
Λ⟨ij⟩Λ⟨n⟨i⟩Λ⟨j⟩n⟩ +

∂h8

∂λ
Λkkλiλi +

∂h9

∂λ
λiλjΛ⟨ij⟩ +O(4),

M⟨ij⟩ = 2h3Λ⟨ij⟩ + 3h7Λ⟨n⟨i⟩Λ⟨j⟩n⟩ + 2h6ΛkkΛ⟨ij⟩ + h9λ⟨iλj⟩ +O(3),

mppi = 2h4λi + 2h8Λkkλi + 2h9Λ⟨ij⟩λj +O(3),

(37)
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where ρE = ρE(Λ, λ) and mii
E = mii

E(Λ, λ) = 2ρE(Λ, λ)εE(Λ, λ). From Eqs. (37)1,2, we can repre-
sent the pressure p as follows:

p(ρ, mii) = pE(ρE , mii
E) +

((
∂pE

∂ρE

)
mii

(
∂h2

∂Λ

)
λ

+
(

∂pE

∂mii
E

)
ρ

(
∂h2

∂λ

)
Λ

)
Λ2

kk

+

((
∂pE

∂ρE

)
mii

(
∂h3

∂Λ

)
λ

+
(

∂pE

∂mii
E

)
ρ

(
∂h3

∂λ

)
Λ

)
Λ⟨ij⟩Λ⟨ij⟩

+

((
∂pE

∂ρE

)
mii

(
∂h4

∂Λ

)
λ

+
(

∂pE

∂mii
E

)
ρ

(
∂h4

∂λ

)
Λ

)
λiλi +O(3). (38)

From equations (37)1,2 and (38), we notice an important point that we have a nonequilibrium density
ρ and an equilibrium density ρE , and that the difference ρ − ρE is in the second order of magnitude
with respect to the nonequilibrium variables. This justifies the equality, ρ = ρE , as far as the linear
theory with respect to the nonequilibrium variables is concerned. The same is true for the quantities
mii and p. This point will play a crucial role in the next subsection.

Next we compare two expressions of ∂φ′
k

∂Λ , ∂φ′
k

∂λ , ∂φ′
k

∂Λll
, ∂φ′

k

∂Λ⟨ij⟩
and ∂φ′

k

∂λi
derived from Eqs. (30) and

(35) with each other, then we obtain

0 =
[
∂β1

∂Λ
− 2

∂p

∂Λ

(
ε+

p

ρ

)]
λk

+
[
∂β2

∂Λ
− 4h2

ρ

∂p

∂Λ
− 2

∂p

∂mii

∂h4

∂Λ
− 2

∂h4

∂Λ

(
ε+

p

ρ

)]
Λllλk

+
[
∂β3

∂Λ
− 4

h3

ρ

∂p

∂Λ
− 2

∂h3

∂Λ

(
ε+

p

ρ

)]
λiΛ⟨ik⟩ +O(3),

0 =
[
∂β1

∂λ
− 2h4 − 2

∂p

∂λ

(
ε+

p

ρ

)]
λk

+
[
∂β2

∂λ
− 2h8 −

4h2

ρ

∂p

∂λ
− 2

∂p

∂mii

∂h4

∂λ
− 2

∂h4

∂λ

(
ε+

p

ρ

)]
Λllλk

+
[
∂β3

∂λ
− 2h9 − 4

h3

ρ

∂p

∂λ
− 2

∂h3

∂λ

(
ε+

p

ρ

)]
λiΛ⟨ik⟩ +O(3),

Miik = 3
[
β2 − 2h2

(
ε+

p

ρ

)]
λk +O(2),

M⟨ij⟩k =
[
β3 − 2h3

(
ε+

p

ρ

)]
λ⟨iδj⟩k +O(2),

mppik =

[
β1 +

{
β2 − 2h4

(
∂p

∂mpp

)
ρ

}
Λll

]
δik + β3Λ⟨ik⟩ +O(2).

(39)
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We now derive the relations among the coefficients h2, · · · , h9 and β1, β2, β3. By substituting Eqs.
(37), (39)3,4 and (31) into Eq.(21), we have

h2 =
1
4λ

(
−5

3
pE +

(
∂pE

∂ρE

)
mE

ii

ρE +
(
∂pE

∂mE
ii

)
ρE

mE
rr + 2

(
∂pE

∂mE
ii

)
ρE

pE

)
,

h3 = −p
E

2λ
,

h5 =

(
2
(
∂pE

∂mE
ii

)
ρE

− 7
6

)
h2

3λ
− 1

3

(
∂pE

∂ρE

)
mE

ii

(
∂h2

∂Λ

)
λ

− 1
3

(
∂pE

∂mE
ii

)
ρE

(
∂h2

∂λ

)
Λ

,

h6 =
1

4λ2

(
7
3
pE −

(
∂pE

∂ρE

)
mE

ii

ρE −
(
∂pE

∂mE
ii

)
ρE

mE
rr − 4

(
∂pE

∂mE
ii

)
ρE

pE

)
,

h7 =
pE

3λ2
,

h8 = − 1
3λ

[
5
3
β3 + β2 −

1
ρE

(
10
3
h3 + 2h2

)
(mE

ii + 2pE)
]

− 5
6λ
h4 −

(
∂pE

∂ρE

)
mE

ii

(
∂h4

∂Λ

)
λ

− λ

(
∂pE

∂mE
ii

)
ρE

(
∂h4

∂λ

)
Λ

,

h9 = − 1
λ

[
β3

6
+ β2 −

1
ρE

(
h3

3
+ 2h2

)
(mE

ii + 2pE)
]
− h4

λ
.

(40)

From Eqs. (39)1,2, we have the relations:

∂β1

∂Λ
= 2

∂pE

∂Λ

(
εE +

pE

ρE

)
,

∂β2

∂Λ
=

4h2

ρE

∂pE

∂Λ
+ 2

(
∂pE

∂mE
ii

)
ρE

∂h4

∂Λ
+ 2

∂h4

∂Λ

(
εE +

pE

ρE

)
,

∂β3

∂Λ
= 4

h3

ρE

∂pE

∂Λ
+ 2

∂h3

∂Λ

(
εE +

pE

ρE

)
,

∂β1

∂λ
= 2h4 + 2

∂pE

∂λ

(
εE +

pE

ρE

)
,

∂β2

∂λ
= 2h8 +

4h2

ρE

∂pE

∂λ
+ 2

(
∂pE

∂mE
ii

)
ρE

∂h4

∂λ
+ 2

∂h4

∂λ

(
εE +

pE

ρE

)
,

∂β3

∂λ
= 2h9 + 4

h3

ρE

∂pE

∂λ
+ 2

∂h3

∂λ

(
εE +

pE

ρE

)

(41)

Note that the coefficient h4 appears only in (40)6,7 and in (41)2,4,5.

3.4 Definitions of the temperature and the chemical potential in nonequilibrium

As explained before, from Eqs. (37)1,2 and (38), we notice the following two points: (i) The density
ρ and the internal energy mii at a nonequilibrium state with (Λ, λ, Λkk, Λ⟨ij⟩, λi) are equal to the
equilibrium quantities ρE and mii

E at (Λ, λ) to within second-order terms. This means that, as far as
the linear constitutive equations are concerned, the values of (Λ, λ) are exactly those of the associated
local equilibrium state [20] with the nonequilibrium state. Therefore we can use the relations (26), and
can introduce the temperature T and the chemical potential g into the nonequilibrium state through
the following relations:

Λ = − g

T
, λ =

1
2T

. (42)
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Hereafter we will use T and g with this understanding. (ii) The pressure p is also equal to the lo-
cal equilibrium quantity pE to within second-order terms. Thus we assure the adequateness of the
decomposition prescribed in Eq. (10).

For convenience, we take {ρ, T} as independent variables instead of {Λ, λ}. Then the relations (40)
are rewritten in terms of {ρ, T} as follows:

h2 = −5
6
Tp+

ρT

2

(
∂p

∂ρ

)
T

+
T 2

2ρ

(
∂p
∂T

)2

ρ(
∂ε
∂T

)
ρ

,

h3 = −Tp,

h5 =
2Th2

3

−7
6

+

(
∂p
∂T

)
ρ

ρ
(

∂ε
∂T

)
ρ

+
ρT

3

(
∂h2

∂ρ

)
T

+
T 2

3

(
∂h2

∂T

)
ρ

(
∂p
∂T

)
ρ

ρ
(

∂ε
∂T

)
ρ

,

h6 =
7
3
pT 2 − ρT 2

(
∂p

∂ρ

)
T

− T 2

(
p+ T

(
∂p

∂T

)
ρ

) (
∂p
∂T

)
ρ

ρ
(

∂ε
∂T

)
ρ

,

h7 =
4
3
T 2p,

h8 = −2
3
Tβ2 −

10
9
Tβ3 −

5
3
Th4 + ρT

(
∂h4

∂ρ

)
T

+ T 2

(
∂h4

∂T

)
ρ

(
∂p
∂T

)
ρ

ρ
(

∂ε
∂T

)
ρ

+
8T
3

(
ε+

p

ρ

)(
h2 −

5
3
Tp

)
,

h9 = −2Tβ2 −
T

3
β3 − 2Th4 + 4T

(
ε+

p

ρ

)(
2h2 −

Tp

3

)
.

(43)

And the relations (41) are rewritten as follows:

∂β1

∂ρ
= 2

(
ε+

p

ρ

)(
∂p

∂ρ

)
T

,

∂β2

∂ρ
= 4

h2

ρ

(
∂p

∂ρ

)
T

+ 4
(
ε+

p

ρ

)(
∂h2

∂ρ

)
T

+
(
∂h4

∂ρ

)
T

(
∂p
∂T

)
ρ

ρ
(

∂ε
∂T

)
ρ

,

∂β3

∂ρ
= −4T

(
ε+ 2

p

ρ

)(
∂p

∂ρ

)
T

,

∂β1

∂T
= 2

(
ε+

p

ρ

)(
∂p

∂T

)
ρ

− h4

T 2
,

∂β2

∂T
=

2
3T

β2 +
10
9T

β3 +
5

3T
h4 −

ρ

T

(
∂h4

∂ρ

)
T

− h2

[
8

3T

(
ε+

p

ρ

)
− 4
ρ

(
∂p

∂T

)
ρ

]

+ 4
(
ε+

p

ρ

)[
10
9
p+

(
∂h2

∂T

)
ρ

]
,

∂β3

∂T
=

2
T
β2 +

1
3T

β3 +
2
T
h4 − 8

(
ε+

p

ρ

)(
p

3
+
h2

T

)
− 4T

(
ε+ 2

p

ρ

)(
∂p

∂T

)
ρ

.

(44)

We will show in Sections 7 and 8 that, by using the relations (43), (44) and the equations of state
(ε = ε̂(ρ, T ), p = p̂(ρ, T )), we can derive uniquely the explicit expressions of these coefficients except
for the integration constants.
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3.5 Linear constitutive equations

From Eqs. (37) and (39)3,4,5, the linear constitutive equations are summarized as follows:

Π = 2h2Λkk,

M⟨ij⟩ = 2h3Λ⟨ij⟩,

mppi = 2h4λi,

Miik = 3
[
β2 − 4h2

(
ε+

p

ρ

)]
λk,

M⟨ij⟩k =
[
β3 − 4h3

(
ε+

p

ρ

)]
λ⟨iδj⟩k,

mppik =

[
β1 +

{
β2 − h4

( ∂p
∂T )ρ

ρ( ∂ε
∂T )ρ

}
Λll

]
δik + β3Λ⟨ik⟩.

(45)

It is usually more convenient to take {ρ, T , S⟨ij⟩, Π, qi} as independent variables instead of {ρ, T ,
Λ⟨ij⟩, Λll, λi}. From Eqs. (45)1,2,3 , (10) and (11), the Lagrange multipliers are expressed by

Λkk =
1

2h2
Π, Λ⟨ij⟩ = − 1

2h3
S⟨ij⟩, λi =

1
h4
qi. (46)

Then we may express the linear constitutive equations as follows:

Miik = 3Lqk,
M⟨ij⟩k = Kq⟨iδj⟩k,

mppik =
[
β1 +

{
h4

2h2

(
L− ( ∂p

∂T )ρ

ρ( ∂ε
∂T )ρ

)
+ 2

(
ε+

p

ρ

)}
Π

]
δik −

(
h4

2h3
K + 2

(
ε+

p

ρ

))
S⟨ik⟩,

(47)

where the coefficients h2, h3, h4 and β1, β2, β3 are the functions of ρ and T . And instead of β2 and β3,
we introduce the coefficients L and K that are the functions of ρ and T defined by

L =
1
h4

[
β2 − 4h2

(
ε+

p

ρ

)]
, K =

1
h4

[
β3 − 4h3

(
ε+

p

ρ

)]
. (48)

3.6 Entropy density and entropy flux

With Eqs. (27), (28), (31), (32) and the constitutive equations (47), the entropy density and the entropy
flux are expressed as

h = hE +
1

4h2
Π2 +

1
4h3

S⟨ij⟩S⟨ij⟩ +
1
h4
qiqi +O(3), (49)

φk =
1
T
qk +

1
2h2

(
L− ( ∂p

∂T )ρ

ρ( ∂ε
∂T )ρ

)
Πqk − K

2h3
qiS⟨ik⟩ +O(3). (50)

3.7 Productions

The productions are also expanded with respect to the nonequilibrium variables {Λkk, Λ⟨ij⟩, λi} around
an equilibrium state. In the linear approximation, we have

P⟨ij⟩ = σΛ⟨ij⟩, Pii = 3ζΛkk, Qi = τλi. (51)

Then we obtain

Σ = σΛ⟨ij⟩Λ⟨ij⟩ + ζΛ2
kk + τλiλi = 0. (52)
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There are three conditions for the coefficients:

σ > 0, ζ > 0, τ > 0. (53)

The constitutive equations (51) may also be expressed as

P⟨ij⟩ = − σ

2h3
S⟨ij⟩, Pii =

3ζ
2h2

Π, Qi =
τ

h4
qi. (54)

4 Concavity of the entropy density and causality

The system (6) must be symmetric hyperbolic so as to ensure the causality. Near equilibrium this
requirement corresponds to the condition of the concavity of the entropy density [1,21]. 1

As the second derivative of the entropy density h near equilibrium is given by

d2h = d2hE +
1

4h2
(dΠ)2 +

1
4h3

dS⟨ij⟩dS⟨ij⟩ +
1
h4

dqidqi, (55)

the condition is satisfied when hE is a concave function with respect to {ρ, mii} and the following
inequalities are fulfilled:

h2 < 0, h3 < 0, h4 < 0. (56)

Using the well-known results of thermodynamic stability in equilibrium thermodynamics and the re-
lations (43)2,3 and (44)4, the concavity condition is expressed as follows:

p > 0,
(
∂ε

∂T

)
ρ

> 0,
(
∂p

∂ρ

)
T

> 0,

− 5
6
Tp+

ρT

2

(
∂p

∂ρ

)
T

+

T 2

2ρ

(
∂p
∂T

)2

ρ(
∂ε
∂T

)
ρ

< 0,

2T 2

(
ε+

p

ρ

)(
∂p

∂T

)
ρ

− T 2

(
∂β1

∂T

)
ρ

< 0.

(57)

1 The entropy density used in the mathematical community has usually opposite sign to the present entropy
density. As a consequence, they speak about convexity instead of concavity.
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5 Field equations

The closed system of field equations is obtained by substituting the equations (47) into the system (9):

ρ̇+ ρ
∂vk

∂xk
= 0,

ρv̇i +
∂p

∂xi
+
∂Π

∂xi
−
∂S⟨ij⟩

∂xj
= 0,

ρ

(
∂ε

∂T

)
ρ

Ṫ +
[
p+Π − ρ2

(
∂ε

∂ρ

)
T

]
∂vk

∂xk
− ∂vi

∂xk
S⟨ik⟩ +

∂qk
∂xk

= 0,

Ṡ⟨ij⟩ − 2p
∂v⟨i

∂xj⟩
+ S⟨ij⟩

∂vk

∂xk
− 2Π

∂v⟨i

∂xj⟩
+ 2

∂v⟨i

∂xk
S⟨j⟩k⟩ − q⟨iδj⟩k

∂K

∂xk
−K

∂q⟨i

∂xj⟩
= − 1

τS
S⟨ij⟩,

Π̇ − 2h2

T

∂vk

∂xk
+
(

5
3
−

∂p
∂T

ρ ∂ε
∂T

)
Π
∂vk

∂xk
−
(

2
3
−

∂p
∂T

ρ ∂ε
∂T

)
∂v⟨i

∂xk⟩
S⟨ik⟩

+ qk
∂L

∂xk
+
(
L−

∂p
∂T

ρ ∂ε
∂T

)
∂qk
∂xk

= − 1
τΠ

Π,

q̇j +
(

1 +
K

2

)
qj
∂vk

∂xk
+
K

2
qk
∂vk

∂xj
+
(

1 + L− K

3

)
qk
∂vj

∂xk

− h4

2T 2

∂T

∂xj
+

h4

4h2

(
L−

∂p
∂T

ρ ∂ε
∂T

)
∂Π

∂xj
− h4

4h3
K
∂S⟨jk⟩

∂xk

+Π

[{
∂ε

∂ρ
− p

ρ2
+

∂

∂ρ

(
h4

4h2

(
L−

∂p
∂T

ρ ∂ε
∂T

))}
∂ρ

∂xj

+
{
∂ε

∂T
+

∂

∂T

(
h4

4h2

(
L−

∂p
∂T

ρ ∂ε
∂T

))}
∂T

∂xj
− 1
ρ

∂Π

∂xj
+

1
ρ

∂S⟨jk⟩

∂xk

]
− S⟨jk⟩

[{
∂ε

∂ρ
− p

ρ2
+

∂

∂ρ

(
h4

4h3
K

)}
∂ρ

∂xk

+
{
∂ε

∂T
+

∂

∂T

(
h4

4h3
K

)}
∂T

∂xk
− 1
ρ

∂Π

∂xk
+

1
ρ

∂S⟨ik⟩

∂xi

]
= − 1

τq
qj ,

(58)

where τS , τΠ and τq are the relaxation times given by

τS = −2h3

σ
, τΠ = −2h2

ζ
, τq = −2h4

τ
. (59)

6 Relationship between ET and Navier-Stokes-Fourier theory

We carry out the Maxwellian iteration [1,6] in the system (58): The first iterates Π(1), S(1)
⟨ij⟩ and q

(1)
i

are obtained by the substitution of the 0th iterates S(0)
⟨ij⟩ = 0, Π(0) = 0 and q(0)i = 0 into the left hand

side of (58)4,5,6. Then we obtain

S
(1)
⟨ij⟩ = 2pτS

∂v⟨i

∂xj⟩
, Π(1) =

2h2

T
τΠ

∂vk

∂xk
, q

(1)
i =

h4

2T 2
τq
∂T

∂xi
. (60)

On the other hand, we have the laws of Navier-Stokes and Fourier expressed by (3). The comparison
reveals that

µ = pτS , ν = −2h2

T
τΠ , κ = − h4

2T 2
τq. (61)
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We can therefore estimate the values of the relaxation times τS , τq and τΠ from the experimental data
of the coefficients µ, ν and κ.

The second iterates are obtained by substituting the first iterates into the left hand side of (58)4,5,6,
and higher iterates are obtained in a similar way.

In conclusion, the system can be certainly closed by the universal principles except for some
nonessential constants, provided that we know the thermal and caloric equations of state and the
viscosity and heat conductivity coefficients. This surprising result, which could not be achieved in
previous works on this subject, shows clearly the power of our hierarchy assumption.

7 Rarefied-gas limit

It is important to study the rarefied-gas limit of the present theory in order to check its consistency
with the results from the kinetic theory of gases [22]. The dependence of the limit on the degrees of
freedom of a molecule is also made clear.

7.1 Equations of state

From the ideal gas law with the equipartition law of energy, the thermal and caloric equations of state
for a classical rarefied gas are expressed as

p =
kB

m
ρT, ε =

D

2
kB

m
T, (62)

where kB and m being, respectively, the Boltzmann constant and the mass of a molecule, and D is the
degrees of freedom of a molecule, i.e., D = 3 + f where 3 corresponds to the translational motion in
the 3-dimensional space and f is the internal degrees of freedom.

7.2 Linear constitutive equations

The coefficients h2, · · · , h9 and β1, β2, β3 in this case are easily obtained from the relations (43) and
(44). We assume that the integration constants in β1, β2, β3 vanish. This assumption is reasonable
because of the fact that our results below are consistent with those of the kinetic theory [22].

The linear constitutive equations are given by

Miik =
10

D + 2
qk,

M⟨ij⟩k =
4

D + 2
q⟨iδj⟩k,

mppik =
kB

m
T [(D + 2)p+ (D + 4)Π] δik − kB

m
T (D + 4)S⟨ik⟩,

Pii = − 9Dζ
2(D − 3)kB

m ρT 2
Π,

P⟨ij⟩ =
σ

2kB

m ρT 2
S⟨ij⟩,

Qi = − τ

(D + 2)
(

kB

m

)2
ρT 3

qi.

(63)

We notice a subtle point in Eq. (63)4 for the case of rarefied monatomic gases where D = 3 and as
a consequence Π = 0. Note also that the coefficient h2 vanishes in this case. We will discuss this point
in Section 7.5.
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7.3 Concavity of the entropy density

The entropy density and the entropy flux are expressed as

h = hE − 3D
4(D − 3)kB

m ρT 2
Π2 − 1

4kB

m ρT 2
S⟨ij⟩S⟨ij⟩ −

1

(D + 2)
(

kB

m

)2
ρT 3

qiqi +O(3), (64)

φk =
1
T
qk − D2 + 6D − 12

(D − 3)(D + 2)kB

m ρT 2
Πqk +

2
(D + 2)kB

m ρT 2
qiS⟨ik⟩ +O(3). (65)

The requirement of the concavity of the entropy density are expressed as

p > 0,
(
∂ε

∂T

)
ρ

> 0,
(
∂p

∂ρ

)
T

> 0,

D

(D − 3)kB

m ρT 2
> 0,

1

(D + 2)
(

kB

m

)2
ρT 3

> 0.
(66)

It is easy to see that all inequalities are identically satisfied for classical polyatomic gases with D > 3.
However, as will be discussed in Section 7.5, we should be careful for monatomic gases with D = 3.

7.4 Field equations

Using the constitutive equations (63), we obtain the closed system of field equations:

ρ̇+ ρ
∂vk

∂xk
= 0,

ρv̇i +
∂p

∂xi
+
∂Π

∂xi
−
∂S⟨ij⟩

∂xj
= 0,

Ṫ +
2

D kB

m ρ
(p+Π)

∂vk

∂xk
− 2
D kB

m ρ

∂vi

∂xk
S⟨ik⟩ +

2
D kB

m ρ

∂qk
∂xk

= 0,

Ṡ⟨ij⟩ − 2p
∂v⟨i

∂xj⟩
+ S⟨ij⟩

∂vk

∂xk
− 2Π

∂v⟨i

∂xj⟩
+ 2

∂v⟨i

∂xk
S⟨j⟩k⟩ −

4
D + 2

∂q⟨i

∂xj⟩
= − 1

τS
S⟨ij⟩,

Π̇ +
2(D − 3)

3D
p
∂vk

∂xk
+

5D − 6
3D

Π
∂vk

∂xk
− 2(D − 3)

3D
∂v⟨i

∂xk⟩
S⟨ik⟩

+
4(D − 3)

3D(D + 2)
∂qk
∂xk

= − 1
τΠ

Π,

q̇i +
D + 4
D + 2

qi
∂vk

∂xk
+

2
D + 2

qk
∂vk

∂xi
+
D + 4
D + 2

qk
∂vi

∂xk
+
D + 2

2

(
kB

m

)2

ρT
∂T

∂xi

+
kB

m
T
∂Π

∂xi
− kB

m
T
∂S⟨ik⟩

∂xk
+Π

[
−

kB

m T

ρ

∂ρ

∂xi
+
D + 2

2
kB

m

∂T

∂xi
− 1
ρ

∂Π

∂xi
+

1
ρ

∂S⟨ik⟩

∂xk

]

− S⟨ik⟩

[
−

kB

m T

ρ

∂ρ

∂xk
+
D + 2

2
kB

m

∂T

∂xk
− 1
ρ

∂Π

∂xk
+

1
ρ

∂S⟨pk⟩

∂xp

]
= − 1

τq
qi,

(67)

where τS , τq and τΠ are the relaxation times given by

τS =
2pT
σ
, τΠ =

2(D − 3)pT
3Dζ

, τq =
2(D + 2)

(
kB

m

)2
ρT 3

τ
. (68)

The relaxation times are related to the shear and bulk viscosities and the heat conductivity:

µ = pτS , ν =
2(D − 3)

3D
pτΠ , κ =

D + 2
2

p2

ρT
τq. (69)
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7.5 Remarks

Two remarks are made:
(i) For diatomic gases with D = 5 where only the rotational degrees of freedom are taken into

account, above field equations coincide with those derived from the kinetic theory of diatomic gases
[22] except for the expressions of the relaxation times. This shows the soundness of the present theory.

(ii) Equation (67)5, when D = 3, is reduced to Π = 0, as is expected in rarefied monatomic gases.
In this case, Eq. (67)5 plays no more role. And the theory becomes singular because of the change of the
system itself, that is, the change from 14 equations to 13 equations. Therefore, the field equations with
D = 3 now constitute the same system of field equations as that in ET of rarefied monatomic gases
[1]! As mentioned in the Introduction, only in this case, the relation Fii = Gii is satisfied, and then
(6)3 and the trace part of (6)4 degenerate into one equation. Above observation is evidently consistent
with this fact.

8 Application to special systems

The general theory developed so far is applied to three physically important systems: (i) the system
with the virial equations of state, (ii) a hard-sphere system, and (iii) a van der Waals fluid. The
analysis of the first system shows explicitly the corrections to the results in the rarefied-gas limit
when the system is no more dilute enough. As a hard-sphere system plays an important role in the
perturbation theory in liquid-state physics [23–25], it seems to be interesting for the researchers in this
field to understand ET of the system. A van der Waals fluid is the well-known simple model that can
describe real-gas effects including gas-liquid phase transitions.

8.1 System with the virial equations of state

The thermal and caloric equations of state are given in the form of virial expansion:

p =
kB

m
ρT
(
1 +B2(T )ρ+B3(T )ρ2 + · · ·

)
,

ε =
D

2
kB

m
T − kB

m
T 2ρB′

2(T ) − 1
2
kB

m
T 2ρ2B′

3(T ) + · · · ,
(70)

where B2(T ), B3(T ), · · · are the second and third virial coefficients, and so on. Here a prime means a
derivative with respect to the temperature T .

Using the equations of state (70), we can obtain the explicit expressions of the coefficients in
the constitutive equations in the following way: We obtain h2, h3, h5, · · · , h9 except for h4 from (43).
Integrating (44)1 with respect to ρ, we obtain β1 as follows:

β1 =
∫ ρ

ρ0

2
(
ε(ρ̄, T ) +

p(ρ̄, T )
ρ̄

)(
∂p(ρ̄, T )
∂ρ̄

)
T

dρ̄+ C1(ρ0, T, T0),

=
(
kB

m

)2

(D + 2)T 2ρ+
(
kB

m

)2

T 2ρ2 ((D + 3)B2 − TB′
2) +O

(
ρ3
)

+ C2(ρ0, T, T0),

where C1,2(ρ0, T, T0) are integration functions, and ρ0 and T0 are, respectively, the mass density and
temperature in a reference state. As β1 at an arbitrary value of T must asymptotically approaches(

kB

m

)2
(D+2)T 2ρ in the rarefied-gas limit discussed in Sec. 7, we obtain C2(ρ0, T, T0) = 0. Now β1 has

been determined within the approximation adopted here, we get the explicit form of h4 from (44)4.
β2 and β3 can be determined in a similar way. We can easily check the consistency that β2 and β3

obtained in this way satisfy the remaining relations (44)5,6.
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For simplicity, we show the constitutive equations up to the first correction with respect to ρ:

Miik =
[

10
D + 2

+
5(D + 2)TB′

2 + 10T 2B′′
2

(D + 2)2
ρ+O

(
ρ2
)]
qk,

M⟨ij⟩k =
[

4
D + 2

+
2(D + 2)TB′

2 + 4T 2B′′
2

(D + 2)2
ρ+O

(
ρ2
)]
q⟨iδj⟩k,

mppik =
kB

m
T

[{
kB

m
(D + 2)ρT +

kB

m
((D + 3)B2 − TB′

2) ρ
2T +O

(
ρ3
)}

+
{
D + 4 +

4(D − 3)B2 − 5DTB′
2 − 6T 2B′′

2

2(D − 3)
ρ+O

(
ρ2
)}

Π

]
δik

− kB

m
T
{
D + 4 + ρ (2B2 − TB′

2) +O
(
ρ2
)}
S⟨ik⟩,

Pii = − 9D
2kB

m (D − 3)ρT 2

[
1 +

(D + 12)B2 + 12
D (D + 2)TB′

2 + 12
D T

2B′′
2

2(D − 3)
ρ+O

(
ρ2
)]
ζΠ,

P⟨ij⟩ =
1

2kB

m ρT 2

[
1 −B2ρ+O

(
ρ2
)]
σS⟨ij⟩,

Qi = − 1(
kB

m

)2
(D + 2)ρT 3

[
1 −

(
B2 −

T 2B′′
2

D + 2

)
ρ+O

(
ρ2
)]
τqi.

(71)

As can be seen above, the first correction depends on both the virial coefficients B2 and the degrees
of freedom D.

The closed system of field equations can be easily obtained by using above constitutive equations.
We omit its expression for simplicity.

The relaxation times are related to the shear and bulk viscosities and the heat conductivity:

µ =
kB

m
ρT
(
1 +B2(T )ρ+O

(
ρ2
))
τS ,

ν =
1

3D
kB

m
ρT

[
2(D − 3) −

(
(D + 12)B2 +

12
D

(D + 2)TB′
2 +

12
D
T 2B′′

2

)
ρ+O

(
ρ2
)]
τΠ ,

κ =
1
2

(
kB

m

)2

ρT
[
D + 2 +

(
(D + 2)B2 − T 2B′′

2

)
ρ+O

(
ρ2
)]
τq.

(72)

8.2 Hard-sphere system

The thermal and caloric equations of state are given by

p =
kB

ω
TηΓ (η),

ε =
D

2
kB

m
T,

(73)

where η is the packing fraction related to the mass density ρ by

η =
ρω

m
, (74)

and Γ (η) is a function of η determined explicitly by computer experiments [23]. Here ω is the volume
of a hard sphere. In this subsection, we use η instead of ρ.
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Using the expressions of the coefficients in the constitutive equations derived in the same way as
above, we obtain the constitutive equations:

Miik =
10
∫ η

0
Γ 2(η̄)dη̄

DηΓ + 2
∫ η

0
Γ 2(η̄)dη̄

qk,

M⟨ij⟩k =
4
∫ η

0
Γ 2(η̄)dη̄

DηΓ + 2
∫ η

0
Γ 2(η̄)dη̄

q⟨iδj⟩k,

mppik =
kB

m
T

[
kB

ω
ηT

(
DΓ + Γ 2 +

1
η

∫ η

0

Γ 2(η̄)dη̄
)

+

{
D + 2Γ −

6DΓ 2 + 2
η (−5D + 6Γ )

∫ η

0
Γ 2(η̄)dη̄

2DΓ − 6Γ 2 − 3DηΓ ′

}
Π

]
δik

− kB

m
T

(
D + 2Γ +

2
ηΓ

∫ η

0

Γ 2(η̄)dη̄
)
S⟨ik⟩,

Pii = − 9Dζ
kB

ω ηT 2 (2DΓ − 6Γ 2 − 3DηΓ ′)
Π,

P⟨ij⟩ =
σ

2kB

ω ηT 2Γ
S⟨ij⟩,

Qi = − τ(
kB

m

)2 m
ω ηT

3
(
DΓ + 2

η

∫ η

0
Γ 2(η̄)dη̄

)qi,

(75)

where Γ ′ = dΓ (η)/dη.
The relaxation times are related to the shear and bulk viscosities and the heat conductivity:

µ = pτS ,

ν =
1

3D
kB

ω
ηT
(
2DΓ − 6Γ 2 − 3DηΓ ′) τΠ ,

κ =
(
kB

m

)2
m

ω
η
T

2

(
DΓ +

2
η

∫ η

0

Γ 2(η̄)dη̄
)
τq.

(76)

The concavity condition of the entropy density in this case can be expressed by only one inequality:

−Γ
3

+
Γ 2

D
+
ηΓ ′

2
< 0. (77)

Then we find that there is a critical packing fraction ηC such that the above condition is satisfied in
the region 0 < η < ηC . In the case of D = 5, for example, we can estimate ηC = 0.0447 by adopting
the following functional form of Γ [26]:

Γ (η) =
1 + η + η2 − η3

(1 − η)3
. (78)

The dependence of ηC on D is shown in Fig. 1. It is remarkable that ηC = 0 in the case of D = 3.

8.3 van der Waals fluid

The thermal and caloric equations of state are given by

p =
kB

m

Tρ

1 − bρ
− aρ2,

ε =
D

2
kB

m
T − aρ,

(79)
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Fig. 1 Dependence of the critical packing fraction ηC on the degrees of freedom D.

where the material-dependent constants a and b represent, respectively, a measure of the attraction
between the constituent molecules and the effective volume (or exclusion volume) of a molecule.

The constitutive equations are obtained by using the same procedure as above:

Miik = 10
kB

m T + a
b2ρ (1 − bρ)(bρ+ log(1 − bρ))

(D + 2)kB

m T −D(1 − bρ)aρ
qk,

M⟨ij⟩k = 4
kB

m T + a
b2ρ (1 − bρ)(bρ+ log(1 − bρ))

(D + 2)kB

m T −D(1 − bρ)aρ
q⟨iδj⟩k,

mppik =
kB

m
T
[
(D + 2)p+

kB

m
T

bρ2

(1 − bρ)2
− 2aρ2 1 + bρ

1 − bρ
+

8
3
a2ρ3

kB

m T

+
{kB

m
T

2(D − 3)(D + 4) − (7D2 + 18D − 12)bρ+ 5D(D + 2)b2ρ2

1 − bρ

+
a

b

(
D(1 − bρ)2(10 +Dbρ) + 12bρ(2 +Dbρ)

)
− 4D

a2ρ2

kB

m T
(1 − bρ)2

+ 10D
a

b2ρ
(1 − bρ)2 log(1 − bρ)

}
Π/{kB

m
T (2(D − 3) − 5Dbρ) +Daρ(1 − bρ)2

}]
δik

− kB

m
T
{kB

m
T
D + 4 − (D + 2)bρ

1 − bρ
+
a

b
(2 − (D + 8)bρ+Db2ρ2)

+ 4
a2ρ2

kB

m T
(1 − bρ) + 2

a

b2ρ
(1 − bρ) log(1 − bρ)

}
S⟨ik⟩/{kB

m
T − aρ(1 − bρ)

}
,

Pii = − 9D(1 − bρ)2
kB

m ρT 2 (2(D − 3) − 5Dbρ) +Daρ2T (1 − bρ)2
ζΠ,

P⟨ij⟩ =
1 − bρ

2kB

m ρT 2 − 2aρ2T (1 − bρ)
σS⟨ij⟩,

Qi = − (1 − bρ)(
kB

m

)2
(D + 2)ρT 3 − kB

m Dρ2T 2a(1 − bρ)
τqi.

(80)
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The relaxation times are related to the shear and bulk viscosities and the heat conductivity:

µ = pτS ,

ν =
(
kB

m

ρT

3D(1 − bρ)2
(2(D − 3) − 5Dbρ) +

aρ2

3

)
τΠ ,

κ =
1
2

((
kB

m

)2
D + 2
1 − bρ

ρT − kB

m
Daρ2

)
τq.

(81)

We now study the concavity condition of the entropy density (57). For later convenience, we intro-
duce the dimensionless variables:

p̂ =
p

pcr
, ρ̂ =

ρ

ρcr
, T̂ =

T

Tcr
, (82)

where ρcr = 1/(3b), pcr = a/(27b2) and Tcr = 8a/(27kB

m b) are, respectively, the mass density, the
pressure and the temperature at the critical point. Then the thermal and caloric equations of state are
rewritten in terms of the dimensionless quantities as

p̂ =
8T̂ ρ̂
3 − ρ̂

− 3ρ̂2,

ε̂ =
ρcr

pcr
ε =

4DT̂
3

− 3ρ̂.

(83)

As the inequality (57)2 is always satisfied, the concavity condition is now expressed as

8T̂ ρ̂
3 − ρ̂

− 3ρ̂2 > 0,
8T̂

(3 − ρ̂)2
− 2ρ̂ > 0,

18 +D(5ρ̂− 6)
D(ρ̂− 3)2

T̂ 2ρ̂− 3
8
T̂ ρ̂2 < 0,

8(D + 2)T̂ + 3D(ρ̂− 3)ρ̂
(ρ̂− 3)

T̂ 2ρ̂ < 0.

(84)

The condition is satisfied in the shaded regions in Fig. 2 for several values of D. The minimum integer
of D for the concavity region to contain the critical point is 8. For purposes of theoretical exploration,
we also depict the figure of D = 100 as a case of large D.

Fig. 2 The concavity condition (84) is satisfied in the shaded region. The degrees of freedom: D = 5, 8 and
100. The curve represents the coexistence curve.
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9 Concluding remarks

In conclusion we make the following two remarks:
(i) We have proposed and explained a possible phenomenological model of ET of dense gases. The

model has been constructed with no reference to microscopic details of the system such as the internal
motion of molecules, i.e., molecular rotation and vibration. In this respect, the standpoint of the present
work is purely phenomenological and is quite different from that of the previous works dealing with
so-called molecular ET [7–9].

(ii) As discussed in the previous sections, we have understood a subtle point in the present theory
in the case of monatomic gases with D = 3. This point seems to be interesting from both physical and
mathematical viewpoints, and is worthy of further study. This will be the subject for the next paper.
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