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ABSTRACT
A statistical parametric approach to singing voice synthesis
based on hidden Markov models (HMMs) has been growing
in popularity over the last few years. The spectrum, exci-
tation, vibrato, and duration of the singing voice in this ap-
proach are simultaneously modeled with context-dependent
HMMs and waveforms are generated from the HMMs them-
selves. Since HMM-based singing voice synthesis systems
are “corpus-based,” the HMMs corresponding to contextual
factors that rarely appear in the training data cannot be well-
trained. However, it may be difficult to prepare a large enough
quantity of singing voice data sung by one singer. Further-
more, the pitch included in each song is imbalanced, and there
is the vocal range of the singer. In this paper, we propose
“singer adaptive training” which can solve the data sparse-
ness problem. Experimental results demonstrated that the
proposed technique improved the quality of the synthesized
singing voices.

Index Terms— singing voice synthesis, hidden Markov
model, speaker adaptive training, pitch adaptive training

1. INTRODUCTION

A statistical parametric approach to speech synthesis based
on hidden Markov models (HMMs) has been growing in
popularity over the last few years [1]. Context-dependent
HMMs are estimated from speech databases in this approach
and speech waveforms are generated from the HMMs them-
selves. This framework makes it possible to model different
voice characteristics, speaking styles, or emotions without
recording large speech databases. For example, adaptation
[2], interpolation [3], and eigenvoice [4] techniques have been
applied to this system, demonstrating that voice characteris-
tics can be modified. The singing voice synthesis system has
also been proposed using the HMM-based approach [5, 6].

The quality of the synthesized singing voices strongly de-
pends on the training data because the HMM-based singing
voice synthesis systems are “corpus-based.” Therefore,
HMMs corresponding to contextual factors that rarely appear
in training data cannot be well-trained. Although databases
including various contextual factors should be used in the
HMM-based singing voice synthesis systems, covering all

possible contextual factors is almost impossible since singing
voices involve a huge number of contextual factors, e.g.,
pitch, tempo, keys, beat, dynamics, lyrics, note positions,
durations, etc. Thus, a large quantity of singing voice data
sung by a certain singer is necessary to train a model of the
singer. However, it may be difficult to prepare a large enough
quantity of the target singers’ voice data. Furthermore, pitch
needs to be properly covered particularly for HMM-based
singing voice synthesis, since it has a great impact on the
quality of the synthesized singing voices1. Nevertheless the
pitch included in each song is imbalanced, and there is the
vocal range of the singer. Consequently, a technique is re-
quired to obtain the high quality synthesized singing voices
by using a small amount of singing voice data.

To solve the data sparseness problem for each speaker,
“speaker adaptive training” [7] has been proposed in HMM-
based text-to-speech synthesis. In this technique, the model
to synthesize high quality speech can be trained using a small
amount of data uttered by the target speaker, and the database
that consists of several speakers’ speech. In addition, to solve
the data sparseness problem for pitch, “pitch adaptive train-
ing” [10] has been proposed in HMM-based singing voice
synthesis. In this technique, all pitch can be synthesized by
modeling differences between fundamental frequency (F0)
sequences extracted from waveforms and the pitch of musical
notes. In this paper, we propose “singer adaptive training,”
in which “speaker adaptive training” and “pitch adaptive
training” are integrated to obtain the high quality synthesized
singing voices from a small amount of the target singers’
data.

The rest of this paper is organized as follows. Section 2
gives an overview of the HMM-based singing voice synthe-
sis system. Section 3 describes “speaker adaptive training”
for HMM-based text-to-speech synthesis. Section 4 explains
“pitch adaptive training” for HMM-based singing voice syn-
thesis. Section 5 details “singer adaptive training” for HMM-
based singing voice synthesis. Section 6 describes experi-
mental conditions and the results of objective and subjective
experiments, and Section 7 presents conclusions.

1F0 modeling for HMM-based singing voice synthesis also has a great
impact. Many techniques have been proposed [8, 9].
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Fig. 1. Overview of the HMM-based singing voice synthesis
system.

2. HMM-BASED SINGING VOICE SYNTHESIS
SYSTEM

The HMM-based singing voice synthesis system is quite
similar to the HMM-based text-to-speech synthesis system.
However, they have distinct differences. Figure 1 gives an
overview of the HMM-based singing voice synthesis sys-
tem [5, 6], which consists of training and synthesis parts.
The spectrum (e.g., mel-cepstral coefficients), excitation, and
vibrato are extracted from a singing voice database in the
training part and are then modeled with context-dependent
HMMs. Context-dependent models of state durations are also
estimated simultaneously. In the synthesis part, an arbitrarily
given musical score including the lyrics to be synthesized is
first converted into a context-dependent label sequence. Sec-
ond, in accordance with the label sequence, a state sequence
corresponding to the song is constructed by concatenating
the context-dependent HMMs. Third, the state durations of
the song HMM are determined with respect to the state du-
ration models. Fourth, the spectrum, excitation, and vibrato
parameters are generated by an algorithm to generate the
speech parameters [11]. Finally, a singing voice is synthe-
sized directly from the generated spectrum, excitation, and
vibrato parameters by using a mel log spectrum approxima-
tion (MLSA) filter.

3. SPEAKER ADAPTIVE TRAINING FOR
HMM-BASED TEXT-TO-SPEECH SYNTHESIS

HMM-based speech synthesis systems heavily depend on
training data in performance. Therefore, HMMs correspond-
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Fig. 2. Overview of the “speaker adaptive training.”

ing to contextual factors that rarely appear in the training
data cannot be well-trained. To obtain a model to synthesize
high quality speech using a small amount of data uttered by
a target speaker, “speaker adaptive training” [7] has been
proposed in HMM-based text-to-speech synthesis. Figure 2
gives an overview of the “speaker adaptive training.” In this
method, an average voice model and transformation matri-
ces are estimated using the training data of several speakers’
speech. The difference between the training speakers’ model
and the average voice model is assumed to be expressed in
the “speaker adaptive training” algorithm as a simple linear
regression function of the mean vectors and the covariance
matrices of state output distributions. The transformation
matrix is estimated by a speaker adaptation technique using
constrained maximum likelihood-linear regression (CMLLR)
[12], and the model of each speaker is obtained by apply-
ing the transformation matrix to the estimated average voice

model. A mean vector µ̂i
(f) and a covariance matrix Σ̂i

(f)

in state i for training speaker f are defined as
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correspond to a mean vec-

tor and a covariance matrix of the average voice model, and a
transformation matrix that indicates the difference between
the model of the training speaker f and the average voice
model, respectively. The model to synthesize the high quality
speech can be obtained from a small amount of target speak-
ers’ data by using “speaker adaptive training.”
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Fig. 3. The differences between log F0 sequences extracted
from the waveform and the pitch of musical note.

4. PITCH ADAPTIVE TRAINING FOR HMM-BASED
SINGING VOICE SYNTHESIS

The HMM-based singing voice synthesis system is quite
similar to the HMM-based text-to-speech synthesis system.
Therefore, databases including various contextual factors
should also be used for training. However, the data is sparse
because singing voices involve numerous contextual factors
(e.g., pitch, tempo, key, beat, and dynamics) in addition to
them used in text-to-speech synthesis. Specifically, pitch
should be properly covered since generated F0 trajectories
greatly affect the quality of the synthesized singing voices.
However, the pitch included in the singing voices is imbal-
anced, and there is the vocal range of the singer. Therefore,
it is difficult to prepare a database including all pitch. To
solve the data sparseness problem for pitch, “pitch adaptive
training” [10] in HMM-based singing voice synthesis has
been proposed. The differences between log F0 sequences
extracted from the waveform and the pitch of a musical note
shown in Fig. 3 are modeled in “pitch adaptive training.” A
mean µ̂

(p)
i of static features of log F0 in state i of pitch p is

defined as

µ̂
(p)
i = µi + b

(p)
i , (3)

where µi is a parameter of HMMs representing a mean of
the differences between log F0 extracted from the waveform
and pitch of a musical note, b(p)i is log F0 of a musical note in

state i, and
[
I b

(p)
i

]
is a transformation matrix for each pitch.

Here, I expresses an identity matrix. Since the transforma-
tion matrices are fixed by the musical score, “pitch adaptive
training” only estimates the parameters of HMMs. The model
that can synthesize all pitch can be obtained by using “pitch
adaptive training.”

5. INTEGRATION OF SPEAKER AND PITCH
ADAPTIVE TRAINING

Both “speaker adaptive training” and “pitch adaptive training”
are technique to synthesize high quality speech and singing
voices from limited data by using training data effectively.
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Fig. 4. Overview of the “singer adaptive training.”

This paper proposes “singer adaptive training” integrating
“speaker adaptive training” and “pitch adaptive training.”
Figure 4 gives an overview of the “singer adaptive training.”

A mean vector µ̂i
(f,p) and a covariance matrix Σ̂i

(f,p)
in

state i of pitch p for training singer f are defined as
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where µi and Σi correspond to a mean vector and a co-
variance matrix of the average voice model that represents
the difference between log F0 extracted from the waveform
and pitch of a musical note. Furthermore,

[
A

(f)
i b

(f)
i

]
and[

I b
(p)
i

]
are transformation matrices for “speaker adaptive

training” and “pitch adaptive training” respectively. Note that
“singer adaptive training” is applied to all features, although
b
(p)
i is fixed to 0 except a static feature of log F0.

6. EXPERIMENTS

Objective comparison tests of likelihood and subjective com-
parison test of mean opinion score (MOS) were conducted
to evaluate the performance of “singer adaptive training” for
HMM-based singing voice synthesis.

Japanese children’s songs sung by two female singers
(F001 and F002) were used. Different ten songs sung by
both singers were used for training. The total length for
training data of singer F001 is 7.1 minutes, and that of singer
F002 is 10.3 minutes. Singing voice signals were sampled
at 48kHz and windowed with a 5-ms shift. The feature vec-
tors consisted of spectrum and excitation parameters. The
vibrate parameters were not used in this experiment. The
spectrum parameter vectors consisted of 49 STRAIGHT [13]
mel-cepstral coefficients including the zero coefficient, their



delta, and delta-delta coefficients. The excitation parameter
vectors consisted of log F0, its delta, and delta-delta.

A seven-state (including beginning and ending null states),
left-to-right, no-skip structure was used for the hidden semi-
Markov model (HSMM) [14]. The spectrum stream was
modeled with single multi-variate Gaussian distributions. The
excitation streams were modeled with multi-space probability
distribution HSMM (MSD-HSMM) [15]. The state durations
of each model were modeled with a five-dimensional (equal
to the number of emitting states in each model) multi-variate
Gaussian distribution. The decision tree-based context-
clustering technique was separately applied to distributions
for the spectrum, excitation, and state duration. The MDL
criterion [16] was used to control the size of the decision
trees, and the heuristic weight for the penalty term was 3.0.

In the objective test, models of each singer trained from
20 songs in total by using “singer adaptive training” (PRO-
POSED) were compared with speaker dependent models
trained from ten songs of each singer by using “pitch adap-
tive training” (CONVENTIONAL) [10] in likelihood. Ten
songs included in training data and ten songs not included
in that were used for the evaluation. Figures 5 and 6 show
the average log likelihood per frame for the training data
set (close) and the test data set (open) to compare the two
methods. The results show that the PROPOSED method
outperformed the CONVENTIONAL method for both data
sets. These results indicate that the quality of the model was
improved in the PROPOSED method.

In the subjective test, ten subjects were asked to evaluate
the naturalness of the synthesized singing voices on a MOS
with a scale from 1 (poor) to 5 (good). Ten songs not included
in the training data were used for the evaluation. Fifteen
randomly selected musical phrases were presented to each
subject. The experiments were carried out in a sound-proof
room. Figure 7 shows the subjective listening test results2. In
Fig. 7, the PROPOSED method obtained higher MOSs than
the CONVENTIONAL method. It seems that the improve-
ment rate of singer F001 is higher than that of F002 because
the speaker-dependent training data size of F001 is smaller
than that of F002. These results mean that “singer adaptive
training” can synthesize more natural singing voices.

7. CONCLUSIONS

In this paper, we proposed “singer adaptive training” by in-
tegrating “speaker adaptive training” for HMM-based text-
to-speech synthesis and “pitch adaptive training” for HMM-
based singing voice synthesis to improve the quality of the
synthesized singing voices in HMM-based singing voice syn-
thesis. A model to synthesize the high quality singing voices
is obtained from a small amount of data sung by a target
singer by using “speaker adaptive training,” and the quality

2The obtained results are not comparable in absolute value across singers
because these experiments were conducted independently.
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Fig. 5. Objective evaluation results of likelihood (Singer
F001).
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Fig. 6. Objective evaluation results of likelihood (Singer
F002).
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Fig. 7. Subjective evaluation results of mean opinion score.

deterioration of the singing voices caused by imbalanced of
the pitch included in training data is prevented by using “pitch
adaptive training.” In the experiments, the models trained by
using “singer adaptive training” showed higher objective and
subjective evaluation scores than the speaker dependent mod-
els trained by using only “pitch adaptive training.” These re-
sults show that the quality of the synthesized singing voices
was improved. Although two singers’ singing voice data were
used in the experiments, it seems that a model to synthesize
the higher quality singing voices may be obtained by increas-
ing the number of singers. Future work involve experiments
on larger data sets.
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