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Abstract—Accurate detection of voids in solder bumps on ball
grid arrays (BGAs) is important for improving device quality.
Radiographic imaging is commonly used to inspect BGA packages
incorporate into LSI circuits. In the case of conventional method,
imaging is normally done four times, and the images obtained
are averaged to reduce noises. We have developed a nonnegative
matrix factorization method for detecting solder-voids using only
three radiographic images. Computer simulation demonstrated
that it has the same level of accuracy as the conventional method.

I. I NTRODUCTION

Daily life has become highly dependent on electronic
devices. Devices such as engine control units with LSI circuitry
incorporating ball grid arrays (BGAs) [1], [2], [3] are suscep-
tible to failure due to voids in the solder bump contacts in
the BGAs. Guaranteeing solder integrity is thus indispensable
for achieving high-quality electronic devices. This means that
voids in the solder bumps must be accurately detected.

The defects in solder bumps can be classified as cracks
[4], voids [5], foreign substances [6], disconnections, or short
circuits (bridges) [7]. Cracks, voids, and foreign substances
cannot be detected in an electrical continuity test. Moreover,
BGA packages cannot be visually examined because the solder
bumps are hidden beneath the base plate. Therefore, two-
dimensional (2D) radiographic imaging is commonly used to
inspect solder bumps. It can be used to detect cracks, voids, and
foreign substances when LSI’s back substrate is unpopulated.
Example 2D radiographic images of solder bumps are shown
in Fig. 1. The left circle shows a solder bump with a void at
the center, and the right circle shows one without a void. The
bottom graph shows luminance of central horizontal direction
(pointed by a triangle) of the image. If a solder bump has a
void, the luminance of its part increases.

The common alternative to radiographic imaging is com-
puted tomography (CT) imaging, which produces high-
definition low-noise images. Example CT images of solder
bumps are shown in Fig. 2. The image in the left rectangle
shows a solder bump with a void, and the image in the right
rectangle shows one without a void. Although CT imaging
clearly reveals defects in solder bumps, the equipment is very
expensive, and the imaging is a lengthy process because each
image is reconstructed from many images. The time required

Fig. 1. 2D radiographic images of solder bumps with and without void

Fig. 2. CT images of solder bumps with and without void

for 2D radiographic imaging is shorter because only a few
images are needed.

Since 2D radiographic images are noisy compared to CT
ones, image averaging is normally used to reduce the noise. A
recently proposed noise reduction method uses discrete Fourier
transformation and training data [8]. However, this method
does not focus on the defect itself. To improve inspection
accuracy, the defect must be detected. To reduce the processing
time, the number of images used for averaging must be
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reduced.

We have developed a method for detecting solder-voids
using only three 2D radiographic images. It estimates the
height of the voids using nonnegative matrix factorization.
Computer simulation demonstrated that it has the same level
of accuracy as the four-image averaging method.

II. RADIOGRAPHIC IMAGING

The configuration of the radiographic imaging equipment is
shown in Fig. 3. An x-ray generator is placed directly beneath
the BGA to be inspected, and an x-ray detector is placed above
it. The distance between the generator and the detector is fixed
in case of 2D radiographic imaging. Since the x-rays spread out
as they move away from the point light source of the generator,
the captured image of the BGA expands in accordance with the
projection principle, enabling the 800µm fine pitch structure
of the BGA to be inspected.

Unfortunately, the output power of the x-ray generator
is unstable, as shown in Fig. 4. The black circle in the
figure shows an x-ray intensity image of a solder bump. The
horizontal axis represents the image index, and the vertical axis
represents the intensity at the top of this bump. The intensity
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changed even though the same solder bump was used. This is
because only 1 % of the energy input into the generator was
changed into x-rays; 99 % became waste heat. The common
way of overcoming this problem is to average several images
of the same bump.

The noise model assumed for radiographic imaging is
shown in Fig. 5. The key noise factor is the spatiotemporal
variation in the x-ray radiation distribution intensity although
the x-ray detector and the signal-processing system sometimes
generate slight noise. Not only is the output power unstable,
but the sensor noise is also unstable.

III. C ONVENTIONAL SOLDER-VOID ESTIMATION METHOD

The height of a solder bump is represented byl, the sensor
valuex is given by

x = a · exp (−µl) (1)

where a is the x-ray irradiation intensity, andµ is the at-
tenuation coefficient, which depends on the type of material
and the spectrum of the generated x-rays. We can presume
the µ is static because the material and the spectrum did not
change between imagings. If the solder bump has a void, we
can replace (1) with

x = a · exp (µ (v − l0)) (2)

where l0 is the original height of the solder bump, andv is
the height of the void.

To take into account the instability of the x-ray generator
and sensor noise, we replace Equation (2) with

x = (a+∆a) · exp (µ (v − l0)) + ∆x (3)

where ∆a is the difference from the set intensity, and∆x
is sensor noise. We can then estimatev by using an inverse
operation like

v = l0 +
1

µ
· (log (x−∆x)− log (a+∆a)) (4)

We want to reduce∆x and ∆a in (4) to 0 as much
as possible. The simplest technique for achieving that is
averaging. Whenv is averaged usingn radiographic images,
the averagedv is given by

v̄ =
1

n

n∑
i=1

vi

= l0 +
1

nµ

n∑
i=1

(log (x−∆xi)− log (a+∆ai)) (5)



wherei is the image index. Hereafter, we call this technique
order pattern “OP1.” Ifn is not so large, using (5) may not
reduce the noise enough because of nonlinearity. We thus need
to reduce the noise more steadily in order to reduce the number
of imagings from four to three.

The averagex whenn radiographic images are averaged
is given by

x̄ =
1

n

n∑
i=1

xi

=

(
a+

1

n

n∑
i=1

∆ai

)
· exp (µ (v − l0)) +

1

n

n∑
i=1

∆xi (6)

If we assume that the expected values of∆x and∆a close to
0, the errors become small due to the central limit theorem, as
given by using standerd deviationsσx andσa like

v̂ = l0 +
1

µ
·
(
log

(
x− σx√

n

)
− log

(
a+

σa√
n

))
(7)

Hereafter, we call this technique order pattern “OP2.”

IV. SOLDER-VOID DETECTION USINGNMF

A. Nonnegative matrix factorization

Nonnegative matrix factorization (NMF) [9] is one way
to approximately factorize a given nonnegative matrix un-
der nonnegativity constraints. Then × T matrix X =
[x(1),x(2), ...,x(T )], which has only nonnegative values, is
approximated by NMF as

X ≈ AY X,A,Y ≥ 0 (8)

where A is an n × r mixing matrix and Y =
[y(1),y(2), ...,y(T )] is anr × T component matrix. BothA
andY have only nonnegative values. The rank of factorization,
r, is chosen asnT > nr + rT .

Equation (8) can be written column by column asx(t) ≈
Ay(t), wherex(t) andy(t) correspond to thetth columns in
X andY . This NMF model (Fig. 6) is an approximation of
the linear mixture signal model. Setting rankr is important
for accurate estimation.

NMF findsA andY by using iterative updates on the basis
of a cost function. Various NMF algorithms have been devel-
oped [10]. The one used here is the image space reconstruction
algorithm (ISRA) [11], [12]. The cost function of the ISRA is
the square of the Euclidean distance betweenX andAY ,

||X −AY ||2 =
∑
ik

{Xik − [AY ]ik}2 (9)

This cost function is lower-bounded by zero and clearly
vanishes if and only ifX = AY . To minimize the cost
function given by (9), the ISRA updatesA andY a sufficient
number of times:

Aij ← Aij
[XY T ]ij

[AY Y T ]ij
, Yjk ← Yjk

[ATX]jk

[ATAY ]jk

Aij ←
Aij∑
j Aij

(10)
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B. Void estimation using NMF

We can apply NMF to our problem because the pixel values
for radiographic images are nonnegative. Theist 2D map
image is converted into raw vectorXi(t), (t = 1, 2, ..., T ),
and input matrixX is composed of these vectors.

Generally, NMF is based on the assumption of several
source components. Here, the source components are ideally
the original height of solder bumpl0 and the height of the
void v. However, NMF cannot separate components because
the component ratios are the same in the input radiographic
imagesXi. The differences are only the scalability of intensity
and sensor noise. To overcome this problem, we replace the 4th
input imageX4 with the standard radiographic imagexref as a
reference. Ideally,xref is defined asxref = x0 = exp(−µl0).

If NMF works properly,∆x in (3) is removed because
it is included in the approximation error ofX − ÂY . The
scalability of intensitya + ∆ai is estimated as the elements
in Â. However, the source componentsl0 and v cannot be
estimated directly. So, if we estimate(a+∆ai) ·x0 asÂi1Y1,
we can estimatevi using

v̂i = −
1

µ
·
(
log
(
Âi1Y1

)
− log

(
ÂiY

))
= − 1

µ
· (log ((a+∆ai) · x0)

− log ((a+∆ai) · exp (l0 − v)))

= − 1

µ
· (log (exp (−µl0))− log (exp (µ(l0 − v))))

= l0 − (l0 − v) = v (11)

NMF does not provide a unique solution. The results are
affected by the initial matrices. This means that good initial
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matrices are needed to obtain the desired results. We setY1

andY2, the 1st and 2nd raw values of initial component matrix
Y , to

Y =

(
Y1

Y2

)
=

(
4 · xref∑3

i=1 Xi − 3 · xref

)
(12)

We set initial mixing matrixÂ to

Â =

 1/4 1/3
1/4 1/3
1/4 1/3
1/4 0

 (13)

SinceX4 is reference input, it is best to fix the valuesÂ41,
Â42, andY1. Therefore, we do not updatêA41, Â42, andY1

in each iteration. Hereafter, we call the NMF algorithm using
this fixing technique “NMFfixed.”

V. COMPUTER SIMULATION

A. Conditions

A solder bump is an oblate spheroid; i.e., it is slightly
flattened at the poles. Therefore, we configured the ideal solder
bump as shown in Fig. 7. The map size of a radiographic
image for a solder bump is41× 41, and the central index of
the image is(21, 21). Left and right radiographic images of
an ideal solder bump are shown in Fig. 8.

For this computer simulation, we generated 400 data set
of solder bumps with one void each and 100 data set of
bumps without voids (Fig. 9). We assumed that the voids had
a spherical shape and set the radii of the voids from 1.00 to
5.75. The position coordinates of each void were set randomly
within the solder bump. The void radius and position were the
same for all the bumps in each data set. Attenuation coefficient
µ was set to a fixed value of 0.07.
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Fig. 10. Generated radiographic images (void radius of 3.5)

Fig. 11. Source components estimated by NMF: (left)Y1, (right) Y2

Fig. 12. Source components estimated by NMFfixed: (left) Y1, (right) Y2

We obtained four images for each data set. Their x-
ray intensities were randomly set from 0.85 to 1.15. The
distribution of the sensor noise was assumed to be Gaussian,
with a mean of 0 and a standard deviation of 0.0244 (3% of
difference between minimum and maximum values for ideal
solder bump). The intensity and noise were set for each image.

B. Results

An example of four radiographic images generated for one
bump is shown in Fig. 10. The gray circle at the top of the
black circle is a void with a radius of 3.5. The images are noisy
and have different intensities. We detected the void from these
images.

Figure 11 shows images of the source components esti-
mated using NMF. The left one indicatesY1, and the right one
indicatesY2. Note that we used only the first three images
in Fig. 10. We can considerY1 as an image of the ideal
solder bump, and we can considerY2 as the effect of the void.
However,Y2 has some noise. Figure 12 shows the images of
source components estimated using NMFfixed. Compared to
Fig. 11, the errors inY2 were lower, indicating that our fixing
technique suppressed the effect of noise inY2.



Fig. 13. Estimated height of voids (OP1); (upper left) ideal, (upper middle)
three-image average, (upper right) four-image average, (lower middle) NMF,
(lower right) NMF fixed
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Fig. 14. Estimated height of voids in 21th row (OP1)

Figure 13 shows the height of the void imaged in Fig. 10
as estimated using each method for the inverse-operation→
averaging order pattern (OP1). The upper left image shows the
ideal height, the upper middle (right) image shows the result
of averaging 3 (4) images, and the lower middle (right) figure
shows the result of using NMF (NMFfixed). Although simple
averaging appears to have well estimated the void, there were
many negative values. An example is shown in Fig. 14. On
the other hand, there are no negative values in the height of
voids estimated by using NMF or NMFfixed. The maximum
value was 6.76 using three images and 6.47 using four images
although the ideal height was between 0 and 3.5. In contrast,
the results with NMFfixed did not have negative values, and
the maximum value was 5.45. The mean absolute error was
reduced from 0.58 (three images) and from 0.65 (four images)
to 0.06.

The numerical evaluation results for each data set for OP1
are plotted in Fig. 15. The vertical axis represents the mean
absolute error, and the horizontal axis represents the data set
index. The void radius increased with the index (0.25 for each
20 data sets from 1.0 to 5.75). The data sets from 401 to
500 did not have voids. This graph indicates that the results
with NMF fixed were more accurate than those with simple
averaging.

Figure 16 shows the mean absolute errors. They were
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Fig. 15. Mean absolute errors for estimated voids (OP1)
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averaged for each 20 data sets (for which the void radii were
the same). The error for NMF increased with the index, i.e., the
void radius, while that for NMFfixed remained small. These
results show that our method works as well as the four-image
averaging method although only three images are used for the
averaging.

Figure 17 shows the height of the void imaged in Fig. 10
as estimated using each method for the averaging→ inverse-
operation order pattern (OP2). The errors were slightly less
than those shown in Fig. 13. However, it seems that the height
of voids estimated by NMF or NMFfixed have bias in Fig.
18. The numerical evaluation results are shown in Figs. 19 and
20. They were almost the same even though we changed the
order of applied techniques.

VI. CONCLUSIONS

The method we developed for detecting solder-voids uses
nonnegative matrix factorization and radiographic imaging.
Computer simulation demonstrated that our method works as
well as simple averaging although only three images (rather
than four) are used for averaging. However, the error increased
with the void radius. The results were basically the same when
the techniques were applied in a different order.

Future work includes applying our method to actual data
and evaluating the results. It also includes developing a de-



Fig. 17. Estimated height of voids (OP2); (upper left) ideal, (upper middle)
three-image average, (upper right) four-image average, (lower middle) NMF,
(lower right) NMF fixed
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Fig. 18. Estimated height of voids in 21th row (OP2)

fect inspection method that uses the results provided by our
proposed method.
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