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Abstract This paper presents a method to realize the hidden Markov model
(HMM)-based Mandarin-Tibetan cross-lingual statistical speech synthesis us-
ing speaker adaptive training. A set of Speech Assessment Methods Phonetic
Alphabet (SAMPA) is designed to label the pronunciation of the initial and the
final of Mandarin and Tibetan syllables according to the similarities in pronun-
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ciation between Mandarin and Tibetan. A grapheme-to-phoneme conversion
method is realized to convert Chinese or Tibetan sentences to SAMPA-based
Pinyin sequences. A Mandarin statistical speech synthesis framework is em-
ployed to realize Mandarin-Tibetan cross-lingual speech synthesis. A set of
context-dependent label format is designed to label the context information
of Mandarin and Tibetan sentences. A question set is also realized for con-
text dependent decision tree clustering. The initial and the final are used as
the synthesis units with training using a set of average mixed-lingual mod-
els from a large Mandarin multi-speaker-based corpus and a small Tibetan
one-speaker-based corpus using speaker adaptive training (SAT). Then, the
speaker adaptation transformation is applied to the speaker dependent (SD)
training data to obtain a set of speaker dependent Mandarin or Tibetan mod-
els from the average mixed-lingual models. The Mandarin speech or Tibetan
speech is then synthesized from the speaker dependent Mandarin or Tibetan
models. Tests show that this method outperforms the method using only Ti-
betan SD models when only a small number of Tibetan training utterances
are available. When the number of training Tibetan utterances is increased,
the performances of the two methods tend to be the same. Mixed Tibetan
training sentences have a small effect on the quality of synthesized Mandarin
speech.

Keywords HMM-based speech synthesis · speaker adaptive training ·
multi-lingual speech synthesis · Tibetan speech synthesis · Mandarin-Tibetan
cross-lingual speech synthesis · grapheme-to-phoneme conversion

1 Introduction

Multi-lingual speech synthesis has been a hot topic of research in recent
years [1]. Since multi-lingual speech synthesis can synthesize speech in dif-
ferent languages with same or different speaker’s voice, it has been widely
used in multi-lingual spoken dialogue systems especially in the areas where
many languages are spoken. The hidden Markov model-based (HMM-based)
speech synthesis [2], which can easily synthesizes voice of different speakers
with speaker adaptation transformation [3], has been a main technology for
realizing multi-lingual speech synthesis system. The HMM-based multi-lingual
speech synthesis uses mixed language methods [4], phoneme mapping meth-
ods [5] or state mapping methods [6, 7] to achieve cross-lingual speech syn-
thesis. To improve the quality of synthesized speech, the language dependent
questions [8] are designed for model clustering. The KL distance is also em-
ployed [9, 10] to measure the difference between the states of different lan-
guages. To overcome degradation of voice quality caused by different language
resources, a set of language independent models are proposed to synthesize
speech of a new language by language adaptation transformation [11]. There
is still room for synthesizing speech for languages lacking of speech resources.

The development of speech synthesis technology is closely related to lan-
guages. Mandarin and Tibetan are the official languages in the Tibetan region
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of China. While state-of-the-art researches are focusing on speech synthesis for
major languages [2–12], which have fully developed speech synthesis frame-
works and use plenty of data resources for model training, there is still very
few studies on Tibetan speech synthesis [13, 14] due to scarce speech resources
of Tibetan.

In HMM-based speech synthesis, we found that contexts can be shared for
a new language if the new language is comparable with a major language. Since
Mandarin and Tibetan belong to the Sino-Tibetan language family [15, 16],
Tibetan is close to Mandarin on linguists and phonetics. This enables us to
focus on the realization of Mandarin-Tibetan cross-lingual speech synthesis by
borrowing the speech synthesis framework and speech data of Mandarin, which
takes advantage of small training Tibetan data and consistency of HMM-based
Mandarin speech synthesis.

In this paper, we design a set of Speech Assessment Methods Phonetic Al-
phabet (SAMPA) to label the pronunciation for both Mandarin and Tibetan.
A grapheme-to-phoneme procedure is used to obtain the SAMPA represented
Pinyin sequences from Chinese sentences or Tibetan sentences. Then we mod-
ify a Mandarin statistical speech synthesis framework to realize Mandarin-
Tibetan cross-lingual speech synthesis. A full context-dependent label format
is designed to label the context information of Mandarin or Tibetan. The initial
and the final form the synthesis units for both Mandarin and Tibetan. We also
extend a set of Mandarin questions by adding Mandarin-specific and Tibetan-
specific questions to perform the context dependent clustering of HMM states.
An average mixed-lingual model is trained using the speaker adaptive train-
ing with a large Mandarin multi-speaker-based corpus and a small Tibetan
one-speaker-based corpus. The Mandarin or Tibetan speech is then synthe-
sized from a speaker adapted Mandarin model or Tibetan model which is
transformed from the average mixed-lingual model by the speaker adaptation
transformation. Therefore, by using small training speech data and a major
language’s speech synthesis framework, the proposed method can be used to re-
alize a cross-lingual speech synthesis system that can synthesis a new language
which has scarcely speech resources and is similar to the majority language.

In following sections, we will introduce a SAMPA based grapheme-to-
phoneme conversion in section 2. Our framework of Mandarin-Tibetan cross-
lingual speech synthesis will be introduced in section 3. The full context-
dependent label format is explained in section 4. Experiments are conducted
in section 5 to show the results of our approach. We will bring our conclusion
in section 6.

2 A SAMPA based Grapheme-to-phoneme conversion of Mandarin
and Tibetan

Mandarin TTS systems almost use Pinyin system to label the pronunciation
of Chinese sentences while Tibetan uses Tibetan Pinyin system to reflect the
pronunciation of Tibetan sentences. Because these two Pinyin systems are
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Fig. 1 A 2-dimensional structure of the Tibetan word.

incompatible, we cannot directly use them to realize Mandarin-Tibetan cross-
lingual speech synthesis. To solve this problem, we proposed a set of Speech
Assessment Methods Phonetic Alphabet (SAMPA) [17] as these two language’s
Pinyin system, and use the SAMPA-based Pinyin to label the pronunciation
for both Mandarin and Tibetan.

2.1 Structure of Tibetan word

Tibetan is spoken primarily by Tibetan peoples who live across a wide area
of eastern Central Asia especially in the Tibetan district of China as well as
some parts of Nepal, India and other countries. Tibetan belongs to Burmese
Tibetan branch of Sino-Tibetan family and set up in the early 7th century. It
is a type of alphabetic writing developed on the basis of the Sanskrit. Tibetan
has 3 different kinds of dialects, that are Tsang, Kang and Ando. While these
dialects get a big difference on pronunciation, the scripts of Tibetan dialects
are almost same. Because Lhasa dialect, which belongs to Tsang, is the most
commonly used Tibetan dialect, it becomes the official dialect of Tibet.

A Tibetan word has a 2-dimensional structure as showed in figure 1. The
Tibetan alphabet has 30 consonants, called radicals, which form the basis of
the script. Each consonant letter can be regarded as a single syllable with an
inherent vowel /a/. The consonants can be written either as radicals or in the
form of superscripts and subscripts. The superscript position above a radical
is reserved for the consonants /r/, /l/, and /s/, while the subscript position
under a radical is for the consonants /y/, /r/, /l/, and /w/. Some consonants
can also be placed in prescript, postscript, or post-postscript positions. In the
Tibetan script, the syllables are written from left to right and are separated
by a tseg (.). Because Tibetan words are monosyllabic, the mark tseg used as
a space to divide words.
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2.2 Pronunciation differences between Tibetan and Mandarin

Tibetan words are quite different from Chinese characters. However, since
Mandarin and Tibetan are all belong to the Sino-Tibetan language family,
these two languages have many similarities on linguistics and phonetics. Man-
darin and Tibetan Lhasa dialect are syllabically paced tonal languages [15].
Each script can be regarded as a syllable which is a composition of an initial
followed by a final. Each syllable carries its own tone to differentiate lexical or
grammatical meaning. Tones are distinguished by the shape and the range of
the pitch contour of syllables. Tibetan and Chinese have same part-of-speech
and prosodic structure. Mandarin has 22 initials and 39 finals while Tibetan
Lhasa Dialect has 36 initials and 45 finals. Two languages can share 20 initials
and 13 finals.

In terms of pronunciation, the initials of Tibetan generally include single
consonants and compound consonants. The initials of Lhasa dialect mainly re-
fer to 28 single consonants, which including 8 plosives, 6 affricates, 6 fricatives,
1 approximant, 4 nasals, 1 lateral and 2 dullnesses. The Tibetan Lhasa dialect
also has 6 unique compound consonants: /mb/, /nz/, /nd/, / nzh/, /nj/ and
/ngy/. All 21 Mandarin initials are single consonants besides of a null initial.
Mandarin has 2 unique initials, one is fricative /f/. Another is fricative /h/.
Tibetan has 8 unique initials. Tibetan Lhasa dialect has 46 finals, which in-
clude 15 monophthongs, 2 diphthongs and 9 nasal vowels, as well as 20 finals
that combined by basic vowels followed by /m/, /b/, /g/ or /r/. Mandarin has
39 finals that include 10 single finals, 13 compound finals and 16 nasal finals.

Like Mandarin, Tibetan Lhasa dialect is tonal language too. But there are
no dedicated symbols for tone. However, since tones developed from segmental
features they can be correctly predicted from Tibetan words. Mandarin has
four tones and one light tone while Tibetan Lhasa dialect has 4 tones but the
tone values (tone value reflects the shape and range of a word’s pitch contour)
are different from Mandarin. While tone values of four Mandarin tones are 55,
35, 214 respective, tone value of four Tibetan Lhasa dialect tones is 54, 55, 12
and 14, respectively.

2.3 SAMPA design for Mandarin and Tibetan

Since Tibetan and Mandarin have many similarities in pronunciation, we de-
sign a set of SAMPA by using a Chinese SAMPA set named SAMPA-SC [18]
to label the pronunciation of initials and finals for both Mandarin and Ti-
betan. We discovered that parts of the International Phonetic Alphabet (IPA)
of Mandarin are consistent with IPA of Tibetan. We take IPA as reference to
design SAMPA for Mandarin and Tibetan. If IPAs of Tibetan and Mandarin
are same we directly use SAMPA-SC to label both Mandarin and Tibetan;
otherwise, we define new SAMPAs to label Tibetan. The design process s il-
lustrated in figure 2. Tibetan IPAs are obtained from the Tibetan alphabet.
Then the IPAs are compared with Chinese IPAs. For those Tibetan IPAs con-
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Tibetan
alphabet

Tibetan
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IPA
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Tibetan
IPA
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keyboard
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followed by a
quotation

Y

N

Y

N

Is used by
SAMPA-SC?

Y N

Fig. 2 Design procedure of SAMPA-T.

sistent with Chinese IPAs, we simply use SAMPA-SC to label both Mandarin
and Tibetan. For those Tibetan IPAs that are different with Chinese IPAs, we
use SAMPA-SC to label Mandarin and design new SAMPAs that can easily
input from keyboard to label Tibetan.

2.3.1 Consonants

Since 18 Tibetan consonants have the same IPA with Mandarin, we directly
use these IPA’s SAMPA-SC to label these consonants. The IPA of the other 12
Tibetan consonants are inconsistent with Mandarin. We adopt the following
rules to design their SAMPAs.

1. If the IPAs of Tibetan consonants is consist of ASCII characters, and not
be used by Mandarin, we directly use the IPAs as the SAMPAs of these
Tibetan consonants.

2. If the ASCII character based IPA of Tibetan consonant has been used
by Mandarin, we add a single quotation symbol after the IPA to be the
SAMPA of Tibetan consonant.

3. For the rest of IPAs of Tibetan consonants that difficult to input from
keyboard, we use never used ASCII characters similar with the IPA be the
Tibetan SAMPAs.

2.3.2 vowels

Tibetan has 4 vowel symbols that can change the pronunciation of consonants.
Because vowel symbols cannot be divided into single syllables, they must be
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compounded with consonants. So we customarily call them vowel symbols
instead of vowels. Name of vowel symbols does not match its pronunciation.
Thus, the vowels in Tibetan mainly act as the finals of syllables. /i/, /e/
and /u/ directly appeared as superscripts, and /o/ appeared as subscript.
Therefore, vowels have different pronunciation in different condition. When
we determine the pronunciation of a Tibetan word, we should firstly lookup
the postscript, then obtain the pronunciation according to the effect of vowels.

For 4 Tibetan vowels, since /i/, /o/ and /u/ share the same IPA with
Mandarin, we can use SAMPA-SC to label them. While IPA of /e/ is not
coincident with Mandarin IPA, we simply use /e/ as its SAMPA.

2.3.3 tones

Tone is important for the pronunciation of Mandarin and modern Lhasa Ti-
betan. Tone gets the function of distinct meaning of words and grammar.
Mandarin has 4 tones and a light tone. The number of tone is different in
different Tibetan dialects. Tibetan Lhasa dialect also has 4 tones. We use tone
value as the tone of SAMPA.

2.4 SAMPA based grapheme-to-phoneme conversion of Tibetan

We have developed a Mandarin TTS system, which uses a text analyzer to con-
vert Chinese sentences to Mandarin Pinyin based initial and final sequences.
Therefore we can easily obtain Mandarin SAMPA from Mandarin Pinyin by a
SAMPA-SC lookup table. However, there is lack of Tibetan text analyzer, so
we developed a grapheme-to-phoneme conversion module for Tibetan to ob-
tain the Tibetan SAMPA of the initial and the final from Tibetan sentences.
Figure 3 shows the flowchart of Tibetan grapheme-to-phoneme conversion.
The Tibetan sentence is firstly segmented to syllables. Then, the radical is lo-
cated from syllable. Next, the initial and the final of the syllable are obtained
by decomposing the radical with a radical decomposition table. Finally, the
SAMPAsof the initial and the final are acquired by searching an initial SAMPA
table and a final SAMPA table.

2.4.1 The initial and final separation of Tibetan mono-syllable

Like Mandarin, Tibetan syllable constitute with an initial followed by a final.
When syllables are segmented from Tibetan sentence, we can obtain the rad-
ical, superscript, subscript, prescript, postscript and post-postscript of each
syllable. The initial and the final can be obtained by combining different part
of a syllable, and then the SAMPA of the initial and the final can be obtained
by searching initial SAMPA table or final SAMPA table.The initial and the
final of Tibetan can be obtained from syllable by the following rules:

initial = prescript+ superscript+ radical + subscript

final = vowel + postscript+ (post− postscript)
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Tibetan sentence

Syllable
segmentation

radical
decomposition

radical
location

SAMPA
sequence

look up support
library

Tibetan word

initial+finial

Initial
SAMPA
table

Final
SAMPA
table

radical
separation
table

Fig. 3 grapheme-to-phoneme conversion of Tibetan.

According to word decomposition method [19], to separate the initial and the
final, the radical should be located correctly. Tibetan has a strict and complete
alphabetical combination rules. All 30 consonants can be radical but vowels
only can be superscripts or subscripts. Therefore the radical can be located
according to Tibetan grammar. The Tibetan alphabet that takes a vowel sym-
bol, a superscript or a subscript can be regarded as a radical. According to
statistics, 79.92% Tibetan words have a vowel symbol, and 93.16% Tibetan
words have a superscript or a subscript [20]. This helps us to locate a radi-
cal according to vowel, superscript position or subscript position around the
radical. Remain radicals can be determined with a lookup table.

2.4.2 SAMPA conversion from the initial and final

Modern Tibetan has 213 initials and 77 finials in total. We established Tibetan
initial SAMPA dictionaries and Tibetan final SAMPA dictionaries for different
dialects. After separating the initial and final from Tibetan mono-syllable,
we obtain the SAMPA of the initial and the final by searching the initial
dictionary or final dictionary. Since Tibetan Lhasa dialect has tone, we put
the tone SAMPA after the final SAMPA when the initial and the final are
converted to SAMPAs.
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Fig. 4 Framework of Mandarin - Tibetan cross-lingual speech synthesis.

3 Framework of Mandarin-Tibetan cross-lingual speech synthesis

Our framework of the Mandarin-Tibetan cross-lingual speech synthesis is shown
in Fig. 4. We firstly used a large Mandarin multi-speaker-based speech cor-
pus and a small Tibetan one-speaker-based speech corpus to train an average
mixed-lingual voice model using the speaker adaptive training. The Mandarin
speech corpus or Tibetan speech corpus is then used to perform the speaker
adaptation transformation to obtain a speaker adapted Mandarin model or
Tibetan model for synthesizing the Mandarin Speech or Tibetan speech.

We adopt the speaker adaptive training (SAT) [21] to train the average
mixed-lingual model. The SAT normalize the difference of speakers among the
training speakers with linear regression functions of state outputs and duration
distributions as shown in Eq. 1 and Eq. 2,

ôsi = Asoi + bs = Wsξi, (1)

µ̂si = αsµi + βs = χsφi, (2)

where, s is the index of speakers 1 · · ·S. oi is the mean vector of state out-
put. ôsi is the speaker s’s mean vector of state output. ξi = [oi 1]T . Ws =
[As bs] is the state output transformation matrices of the speaker s. .µi is
the mean of duration distributions. µ̂si is the speaker s’s duration distribu-
tions. φi = [µi 1]T . χs = [α β] is the duration distribution transformation
matrices of the speaker s.

The average mixed-lingual model is trained from the Mandarin multi-
speaker-based corpus and Tibetan one-speaker-based corpus. In particular,
we use the constrained maximum likelihood linear regression (CMLLR) [? ] to
train the average mixed-lingual model on the context-dependent multi-space
distribution hidden semi-Markov models (MSD-HSMMs).

After the speaker adaptive training, we apply the HSMM-based CMLLR
adaptation [21] to the Mandarin or Tibetan training speech data so that the
speaker dependent Mandarin model or Tibetan model are trained from the
average mixed-lingual model. The HSMM-based CMLLR adaptation can es-
timate the state output and duration distribution simultaneously by a linear
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transformation as shown in Eq. 3 and Eq. 4,

bi(o) = N (o; Aµi − b,AΣiA
T )

= |A−1|N (Wξ;µi,Σi),
(3)

pi(d) = N (d;αdi − β, ασiαAT )

= |χ−1|N (χΦ;µi, σ
2
i ),

(4)

where,W = [A−1 b−1] is the transformation matrices of the target Tibetan
speaker. ξi(t) = [oT 1]T is the extended vector of observations, µi is the
mean of observations, and Σi is the covariance of observations.

The transformation matrices W can be estimated by maximizing the like-
lihood of adaptation data O as shown in Eq. 5

Λ̂ = arg max
Λ

P (O|λ,Λ) (5)

Furthermore, we adopt MAP (Maximum A Posteriori) modification algo-
rithm [24] to further modify and upgrade the speaker adapted Mandarin model
or Tibetan model. The state occupancy probability γdt (i) of being in the state
i at the period of time from t− d+ 1 to t is defined as

γdt (i) =
1

P (O|λ)

N∑
j=1
j 6=i

αt−d(j)p(d)

t∏
s=t−d+1

bi(os)βt(i) (6)

The MAP adaptation of mean vectors of the Gaussian pdfs transformed
by the CSMAPLR algorithm can be simply estimated as follows:

ui =
ωūi +

∑T
t=1

∑t
d=1 κ

d
t (i)

∑t
s=t−d+1 os

ω +
∑T
t=1

∑t
d=1 κ

d
t (i)d

(7)

4 Mixed lingual Full Context-dependent labels

We adopt a full context-dependent label format of Mandarin to label Mandarin
sentences and Tibetan sentences. A set of SAMPA is designed for labeling the
initial and the final of Mandarin and Tibetan. All initials and finals of Man-
darin and Tibetan, including silence and pause, are used as the synthesis unit
of the context-dependent MSD-HSMMs. A six levels context-dependent label
format is designed by taking into account the following contextual features.

– unit level: the {pre-preceding, preceding, current, succeeding, suc-succeeding}
unit identity, position of the current unit in the current syllable.

– syllable level: the {initial, final, tone type, number of units} of the
{preceding, current, succeeding} syllable, position of the current syllable
in the current {word, prosodic word, phrase}.
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– word level: the {POS, number of syllable} of the {preceding, current,
succeeding} word, position of the current word in the current { prosodic
word, phrase }.

– prosodic word level: the number of {syllable, word} in the {preceding,
current, succeeding} prosodic word, position of the current prosodic word
in current phrase.

– phrase level: the intonation type of the current phrase, the number of
the {syllable, word, prosodic word} in the {preceding, current, succeeding}
phrase.

– utterance level: whether the utterance has question intonation or not,
the number of {syllable, word, prosodic word, phrase} in this utterance.

We extend a question set designed for the HMM-based Mandarin speech
synthesis by adding the language-specific questions. Tibetan-specific units and
Mandarin-specific units are asked in the question set. We also design the ques-
tions to reflect the special pronunciation of Tibetan. Finally we get more than
3000 questions. These questions cover all features of the full context-dependent
labels.

5 Experiments

5.1 Experimental conditions

In our work, we use the EMIME Mandarin bilingual speech database [22]
and a female Tibetan speech database as the training data. The EMIME
Mandarin bilingual speech database is a Mandarin-English bilingual database.
The database has 7 male Mandarin speakers and 7 female Mandarin speak-
ers. Each speaker records 169 Mandarin training sentences and 18 Mandarin
testing sentences. The sentences are translated from a set of English sentences
which include 25 European sentences, 100 news sentences and 20 semanti-
cally unpredictable sentences. We select all 7 female speaker’s recordings as
the Mandarin training data. A native female Tibetan Lhasa dialect speaker is
asked to record the Tibetan speech database in a studio. 800 Tibetan sentences
are chosen from recent year’s Tibetan newspapers. All recordings are saved
in the Microsoft Windows WAV format as sound files (mono-channel, signed
16 bits, sampled at 16 kHz). We use 5-state left-to-right context-dependent
multi-stream MSD-HSMMs. The TTS feature vectors are comprised of 138-
dimensions: 39-dimension STRAIGHT [23] Mel-Cepstral coefficients, log F0,
5 band-filtered aperiodicity measures, and their delta and delta delta coeffi-
cients.

We randomly select 100 sentences from 800 Tibetan sentences as the Ti-
betan testing sentences. 10, 100 and 700 Tibetan utterances are randomly
selected respectively from the left 700 Tibetan recordings to set up 3 Ti-
betan training sets. These Tibetan training sets and all 7 female Mandarin
recordings are used to train the average mixed-lingual model. First Mandarin
female speaker’s training sentences are employed in the speaker adaptation
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Table 1 The coverage of Tibetan synthesis units for different Tibetan training sets

number of Tibetan sentences coverage (%)

10 69.4
100 91.7
700 100

transformation to train speaker adapted Mandarin model, and all Tibetan
training sets are used to train speaker adapted Tibetan model. The coverage
of Tibetan synthesis units (initials and finals) for different number of Tibetan
training sentences is given in table 1. We can see from table 1 that for 10
Tibetan training sentences only less than 70% synthesis units are included in
training sentences. Uncovered Tibetan synthesis units will be synthesized with
Mandarin units.

5.2 Experimental results

To evaluate the synthesized Mandarin speeches and Tibetan speeches, we
trained 3 sets of different MSD-HSMMs as showed in below. Each set of mod-
els synthesizes 100 Tibetan testing sentences, from which we randomly select
20 Tibetan utterances be the Tibetan testing set of evaluation. We also syn-
thesize 18 Mandarin female testing sentences using of SI model or SAT model
be the Mandarin testing set.

– SD model: Speaker dependent Tibetan model trained directly from {10,
100 or 700} of Tibetan training utterances respectively.

– SI model: Speaker independent model trained only from 169*7=1183 Man-
darin utterances.

– SAT model: Speaker adapted Tibetan model or Mandarin model. The Ti-
betan SAT model is transformed from the average mixed-lingual model by
using {10, 100 or 700} Tibetan training utterances respectively. The Man-
darin SAT model is transformed from the average mixed-lingual model by
utilizing first Mandarin female speaker’s training sentences. The average
mixed-lingual model is trained from 7 female Mandarin speaker’s training
utterances and {10, 100 or 700} Tibetan training utterances respectively.

5.2.1 Speech quality

We invite 8 native Tibetan speakers to be the Tibetan subjects in a Tibetan
listening evaluation. We adopt the mean opinion score (MOS) test to evaluate
the naturalness of synthesized speech. We randomly play the testing set of all
models to the subjects except the SI model’s. There are (20 utterances)*(3
Tibetan training sets)*(2 models)=120 testing speech files in total. The sub-
jects are requested to carefully listen to these 120 utterances and score the
naturalness of every utterance by a 5-point score. We also request the subjects
about the intelligibility they impressed after the test.
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For observing the effect of mixed Tibetan training utterances on Mandarin
models, we also invite 8 native Mandarin speakers to be the Mandarin subjects
for evaluating synthesized Mandarin utterances. The evaluation method is
consistent with Tibetan evaluation. Each of the SI model and the SAT model
synthesizes 54 Mandarin utterances respectively. These Mandarin utterances
are synthesized using 18 Chinese testing sentences from 3 Tibetan training set
trained models)

Figure 5 shows the average scores and their 95% confidence intervals, in
which the Tibetan SAT model, Tibetan SD model and Mandarin SAT model
are compared on different Tibetan training sets. From the results, we can
see that the Tibetan SAT model outperform the Tibetan SD model with 10
and 100 utterances of training sets. For 10 training Tibetan utterances, the
Tibetan SD model synthesized speech gets the lowest score of 1.31 while the
Tibetan SAT model gets 1.99 score. Meanwhile, the subjects feel that the
Tibetan SD model synthesized utterances are unintelligible but the Tibetan
SAT model synthesized utterances are understandable. When the number of
training Tibetan utterances is raised to 100, the score and intelligibility of both
Tibetan models are improved. The Tibetan SAT model still is obviously better
than the Tibetan SD model. Score of two Tibetan models is basically the same
when the training utterances are brought to 700. In this case, all subjects think
they can easily understand all synthesized utterances. Therefore, the voice
quality of the Tibetan SAT model synthesized speech is significantly superior
to those of the Tibetan SD model synthesized speech in the case of the small
amount of Tibetan training utterances. When Tibetan training utterances are
increased, the voice quality of different Tibetan model synthesized speech will
tend to be the same.

For synthesized Mandarin utterances, we can clearly see from figure 5 that
the MOS scores of Mandarin SAT model synthesized utterances are all great
than 4.0 in each Tibetan training set. This means that mixing Tibetan training
utterances into Mandarin training utterances has little impact on the results
of Mandarin speech synthesis.

5.2.2 Speaker similarity

We also carry out a degradation mean opinion score (DMOS) test for the
speaker similarity evaluation. In the DMOS test, all testing utterances and
their original recordings are used. There are (20 utterances)* {(3 Tibetan
training sets)*(2 models)+(1 SI model)}=140 synthesized Tibetan speech files
in total. Each synthesized utterance and its corresponding original recording
form a pair of speech files. We randomly play each pair of speech files to the
subjects with the order of the original speech after synthesized speech. The
subjects are asked to carefully compare these two files and evaluate the degree
of similarity of synthesized speech to the original speech. The 5-point score is
used in which the score 5 represents the synthesized speech is very close to
the original speech while the score 1 represents the synthesized speech is very
different from the original speech. We also perform the DMOS evaluation on
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Fig. 5 MOS evaluation of synthesized speech by using different training Tibetan utterances.

the Mandarin SAT model synthesized 54 Mandarin utterances to test the effect
of different number of Tibetan training sentences on Mandarin SAT model.

Figure 6 shows the average score and their 95% confidence intervals in
which we compare the Tibetan utterances synthesized from the Tibetan SAT
model, the SI model and the Tibetan SD model. In figure figure:03, the Ti-
betan SI model means the DMOS score on Tibetan utterances synthesized
from the SI model, which is trained only using Mandarin training utterances.
The Mandarin SI model means the DMOS results on the SI model synthesized
Mandarin utterances. It is interesting that the 2.41 of score on the Tibetan SI
model is better than those of the 10 Tibetan utterances trained Tibetan SD
model, and is close to those of the 10 Tibetan utterances trained Tibetan SAT
model. We also request the impression of subjects on the SI model synthesized
speech. The subjects feel that these utterances are similar to the Tibetan voice
uttered by foreigners. This is due to Mandarin and Tibetan not only share 33
synthesis units but also have the same syllabic structure and prosodic struc-
ture. Therefore, we can synthesize Tibetan-like voice by using only Mandarin
model. When we mix in more Tibetan training utterances, the Tibetan SAT
model synthesized utterances are more close to Tibetan than the Tibetan SD
model synthesized utterances. When training Tibetan utterances are increased
to 700, the score of the Tibetan SD model is close to the score of the Tibetan
SAT model. This again indicates that our method is preferable to the Tibetan
SD model based method when the amount of training Tibetan utterances is
small.

Figure 6 also compare the DMOS scores of synthesized Mandarin utter-
ances. We can see from figure 6 that the score on the Mandarin SI model
and 3 different Tibetan training sets trained Mandarin SAT model is all great
than 4.0. The DMOS score has slight decrease when mixed in more Tibetan
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Fig. 6 DMOS evaluation of synthesized speech by using different training Tibetan ut-
terances. The Tibetan SI model is trained by using only Mandarin utterances, which can
synthesize Tibetan speech with 2.41 of score.

training utterances. This means mixed Tibetan training utterances have less
effect on synthesized Mandarin speech.

6 Conclusions

In the paper, we presented a method for realizing Mandarin-Tibetan cross-
lingual speech synthesis by using a HMM-based Mandarin speech synthesis
framework. A Mandarin context-dependent label format was adopted in or-
der to label both Mandarin and Tibetan sentences. We also added language-
specific questions into a Mandarin question set. The speaker adaptive training
was used to train an average mixed-lingual model by mixing in a large Man-
darin multi-speaker-based corpus and a small Tibetan one-speaker-based cor-
pus. The speaker adapted Tibetan model or Mandarin model was transformed
from the average mixed-lingual voice model by using the speaker adaptation
transformation. The Mandarin or Tibetan speech is then synthesized from the
Mandarin speaker adapted model or Tibetan adapted model. Experimental re-
sults demonstrated that our method outperforms the Tibetan SD model based
method in the case of the small amount of training Tibetan utterances. There-
fore, proposed method can be applied to realize the speech synthesis system for
languages of scarce speech resources by using a speech synthesis framework of
similar major language. Future work will attempt to improve the synthesized
speech quality of our method by using a small deliberately designed Tibetan
multi-speaker-based speech database.
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