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We human beings communicate with others by transmitting auditory and visual
information. Recently, since information technology has steadily improved, not only
communication between humans, but also communication between humans and
computers has become feasible. In consequence, new services such as spoken
dialogue system and biometrics authentication system have been developed. In
order to realize communication between humans and computers, the computer need
to interpret auditory and visual information. Speech recognition and speech
synthesis are used as techniques for processing auditory information, and image
recognition and image synthesis are used as techniques for processing visual
information. Improvements in these techniques are necessary for smooth
communication between humans and computers.

Hidden Markov models (HMM)-based speech recognition and speech synthesis have
been proposed as a standard framework. HMMSs are one of widely used statistical
models for representing time series by well-defined algorithms. Additionally,
two-dimensional data such as pixel values of image can be modeled by extending
the HMM to two dimensions. In this paper, I propose speech synthesis and image
recognition based on HMMs to realize smooth communication between humans and
computers. Especially, for widening the communication, I investigate highly
versatile construction methods from low-resource data.




For speech synthesis, I propose a method for constructing text-to-speech (TTS)
systems for languages with unknown pronunciations. There are thousands of active
written languages in the world. However, conventional methods of constructing
corpus-based TTS systems for a new language not only require preparation of
training corpus but also require language-specific knowledge. Especially, to
marshal language-specific knowledge about pronunciation for each new language
requires high cost. Therefore, a goal of the speech synthesis research is to establish
a language-independent framework that can be used to construct TTS systems for
any written language. To address this problem, I investigate a framework for
‘automatically constructing a TTS system from a target language database
consisting of only speech data and corresponding Unicode texts. In the proposed
method, pseudo phonetic information of the target language with unknown
pronunciation is obtained by a speech recognizer of a rich-resource proxy language.
‘Then, a grapheme-to-phoneme converter and a statistical parametric speech
synthesizer are constructed based on the obtained pseudo phonetic information.
With these processes, it becomes possible to construct a TTS system automatically
without specific knowledge on the target language.

For image recognition, I propose an image recognition method based on hidden
Markov eigen-image models (HMEMSs) using a Bayesian framework. The geometric
variations of the object to be recognized, e.g., size, location, and rotation, are an
essential problem in image recognition. Separable lattice hidden Markov models
(SL-HMMs), which have been proposed to reduce the effect of geometric variations,
can perform elastic matching both horizontally and vertically. However, SL-HMMs
still have a limitation in that the images are assumed to be generated
independently from corresponding HMM states. It is insufficient to represent
variations in images, e.g., lighting conditions and object deformation. To overcome
this problem, HMEMs have been proposed in which the structure of factor analysis
(FA) or probabilistic principal component analysis (PPCA) is integrated into
SL-HMMs. HMEMs have good properties of both SL-HMMs and FA/PPCA:
invariances to the size and location of objects to be recognized and a linear feature
extraction. In some image recognition tasks, it is difficult to acquire sufficient
training data. Additionally, models with a complex structure such as HMEMs suffer
from the over-fitting problem, especially when there is insufficient training data.
This study aims to accurately estimate HMEMSs using the variational Bayesian
(VB) method. The VB method can utilize prior distributions representing useful
prior information and is expected to have a high generalization ability due to the
marginalization of model parameters. Furthermore, to relax the local maximum
problem in the VB method, the deterministic annealing expectation maximization
algorithm is applied to train HMEMs. Experiments on face recognition indicated
that the proposed method offers a significantly improved image recognition
performance.

As described above, in this paper, I propose a statistical approach to speech
synthesis and image recognition based on HMMs, and they are evaluated in
experiments.
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