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Intraoperative neurophysiological monitoring during brain surgery uses direct cortical stimulation to map the motor 

cortex by recording muscle activity induced by the excitation of alpha motor neurons (MNs). Computational 

models have been used to understand local brain stimulation. However, no a computational model revealing the 

stimulation process from the cortex to MNs has not yet been proposed. Thus, the aim of the current study was to 

develop a corticomotoneuronal (CMN) model to investigate intraoperative stimulation during surgery. The CMN 

combined the following three processes into one system for the first time: 1) induction of an electric field in the 

brain based on a volume conductor model; 2) activation of pyramidal neurons with a compartment model; and 3) 

formation of presynaptic connections of the pyramidal neurons to MNs using a conductance-based synaptic model 

coupled with a spiking model. The implemented volume conductor model coupled with the axon model agreed with 

experimental strength-duration curves. Additionally, temporal/spatial and facilitation effects of 

corticomotoneuronal synapses were implemented and verified. Finally, the integrated CMN model was verified 

with experimental data. The results demonstrated that our model was necessary to describe the interaction between 

frequency and pulses to assess the difference between low-frequency and multi-pulse high-frequency stimulation in 

cortical stimulation. The proposed model can be used to investigate the effect of stimulation parameters on the 

cortex to optimize intraoperative monitoring. 
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1. Introduction 

Intraoperative mapping and monitoring is an 

electrophysiological technique, where direct cortical and 

subcortical stimulation is applied to identify and 

monitor structures of the primary motor cortex and 

pyramidal tract. This prevents neurological deterioration 

during brain tumor surgery, while maximizing resection 

to increase the survival rate.1–3 The risk of motor 

dysfunction is reduced by detecting the following: a 

reduction or alteration of the motor evoked potentials 

(MEPs) in the muscles of the upper and lower limbs,4 

descending motor volleys (D-wave) from the epidural 

space in the spinal cord,5 or voluntary movements 

during awake craniotomy. 

The induced electric field modulates neuronal activity in 

the cortical and subcortical structures by depolarization 

or hyperpolarization of nervous tissue. The degree of 

excitation or inhibition is determined using the electric 

field distribution and electrophysiological properties of 

the neuron. The electric field distribution is affected by 

anatomical geometry,6–8 electrical conductivity of the 

tissues,9–12 and stimulation parameters.13 

During intraoperative mapping and monitoring, a 

variety of parameters, such as the type of pulse 

(monophasic or biphasic and cathodal or anodal), 

stimulation probe (monopolar or bipolar), pulse duration, 

frequency, and intensity are available.1 In the cortex, 

anodal stimulation activates neuronal cells with lower 

intensity than cathodal stimulation because of the 

roughly perpendicular orientation of nerves along the 

electric field.14 In contrast, cathodal stimulation is 

preferential for the subcortical region, as descending 

neurons are approximately parallel to the electrodes.15 

Stimulation is delivered using low frequency (LF) at 50 

Hz16 or high frequency (250–500 Hz) at different pulse 

duration (i.e., 0.1–0.7 ms; 3–10 pulses).17 High-

frequency multi-pulse train (HF) stimulation is used to 

enhance the response by a temporal facilitation process 

at the synaptic level in lower motor neurons (MNs). The 

activation threshold is also reduced for longer pulse 

durations as described by the strength-duration curve. A 

complete review of commonly employed parameters in 

clinical intraoperative mapping and monitoring can be 

found in Saito et al (2015).1  

During cortical stimulation, descending action potentials 

travel through the corticospinal axons, which synapse 

with the anterior horn, where cell bodies of alpha MNs 

are located. An excitatory postsynaptic potential (EPSP) 

is generated in the postsynaptic membrane, which can 

elicit an action potential that travels to the endplate, 

producing an MEP. Thus, in addition to acting on the 

number of activated pyramidal neurons at the cortical 

level, stimulation conditions/parameters also have an 

effect at the synaptic level, where MN responses are 

enhanced by temporal/spatial summation and neural 

facilitation. A computational model that predicts the 

effect of different stimulation scenarios using 

integration of cortical stimulation and synaptic effects is 

warranted to improve intraoperative neurophysiological 

mapping and monitoring by visualizing activated area 

and finding optimal stimulation parameters. 

 From a physics viewpoint, several computational 

studies have estimated the effect of stimulation 

parameters on the electric field distribution in nervous 

tissue.18–22 Stimulation parameters have also been 

investigated for epidural and subdural stimulation,14,23,24 

by combining volume conductor and compartment 

neuron models. In the case of intraoperative mapping 

and monitoring, in particular, only one study25 has 

investigated the effects of cerebrospinal fluid (CSF) on 

the electric field distribution during transcranial 

electrical stimulation. These volume conductor models 

for brain stimulation focused on the local activation of 

the brain, without combining other neuronal systems 

(e.g., synaptic effects26–29). If these systems can be 

integrated, the resulting electrophysiological response 

from electrostimulation of the motor cortex can be 

estimated. 

The current study proposes a new corticomotoneuronal 

(CMN) model to describe the activation process from 

cortical stimulation to MEP, by computing the 

following three steps: the induced electric field in the 

brain based on a volume conductor model, activation of 

pyramidal cells with the compartment axon model, and 

presynaptic connections to a MN using a conductance-

based synaptic model coupled with a spiking model. 

 

Glossary  

CMN corticomotoneuronal 

CRRSS Chiu–Ritchie–Rogart–Stagg–Sweeney 

EPSC excitatory postsynaptic current 

EPSP excitatory postsynaptic potential 
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HF high-frequency multi-pulse train stimulation 

LF low-frequency stimulation 

MEP motor evoked potentials 

MN motor neuron 

MRG McIntyre-Richardson-Grill 

2. Method and Model 

A three-step computational model of direct CMN 

stimulation was designed to explain the effect of 

externally applied electric fields on the temporal-spatial 

activation of target neurons, leading to motor evoked 

potentials (Fig. 1). In the first step, the electric potential 

generated by direct cortical stimulation was computed 

using a volume conductor model. In the second step, the 

induced electric potential obtained by the volume 

conductor model was coupled with a compartment 

model of a myelinated pyramidal neuron axon. Finally, 

the descending action potential through the corticospinal 

tract depolarizes the postsynaptic MN, which was 

implemented using a synaptic conductance model. The 

details of the implementation process are described in 

the following subsections. 

2.1. Volume Conductor Model 

The electric potential generated by the electrodes 

attached to the cortex was computed using the scalar 

potential finite difference method30 to solve the 

following scalar potential equation: 

 ∇(𝜎∇V𝑒)=0, (1) 

where Ve  and σ denote the scalar potential and tissue 

conductivity, respectively. The potential6 was solved 

iteratively using the successive-over-relaxation method 

and multigrid method.31 The realistic head model was 

constructed from T1- and T2-weighted images 

(available on: http://hdl.handle.net/1926/1687) and 

represented by a grid of cubical voxels with a resolution 

of 0.5 mm.  

The head model consisted of 14 tissues/body fluids 

(i.e., skin, fat, muscle, outer skull, inner skull, grey 

matter, white matter, cerebellar grey matter, cerebellar 

 

Fig. 1.  (a) Realistic head model with craniotomy similar to intraoperative cortical stimulation. (b) Proposed corticomotoneuronal 

(CMN) model for cortical stimulation is as follows: (b1) An externally applied field activates (b2) fast-conducting thickly-myelinated 

pyramidal neurons (PN) from the motor cortex. (b3) Some of these cortical motor fibers descend to and synapse directly on lower 

motor neurons (MNs), which extend to the motor end plates of the muscle. (EPSP: excitatory postsynaptic potential; MEP: motor  

evoked potential). (c) Illustration of the cortical stimulation waveforms: low-frequency (LF) and high-frequency multi-pulse train (HF) 

used in this study. 

http://hdl.handle.net/1926/1687
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white matter, brainstem, nuclei, ventricles, 

cerebrospinal fluid, and eyes,6 some of which are shown 

in Fig. 1), and their conductive properties were 

modelled using the fourth order Cole-Cole model32 at 10 

kHz. 

2.2. Corticospinal Model 

The effects of the extracellular electric field on nerve 

activation are described by a compartment model of the 

neuron as introduced by McNeal.33 The membrane 

potential Vn = Vi-Ve for each compartment n can be 

calculated as follows: 

𝑐𝑚
𝑑𝑉𝑛

𝑑𝑡
= −𝐼𝑖𝑜𝑛,𝑛 + 2 (

𝑉𝑛−1−𝑉𝑛

𝑅𝑛−1+𝑅𝑛
+

𝑉𝑛+1−𝑉𝑛

𝑅𝑛+1+𝑅𝑛

+
𝑉𝑒,𝑛−1−𝑉𝑒,𝑛

𝑅𝑛−1+𝑅𝑛
+

𝑉𝑒,𝑛+1−𝑉𝑒,𝑛

𝑅𝑛+1+𝑅𝑛

), (2) 

where cm is the membrane capacitance, Iion,n the ionic 

current, R the intra-axonal resistance between the centre 

of two adjacent compartments, and Ve the extracellular 

potential, which allows the coupling with the volume 

conductor model described in section 2.1. The axon of a 

myelinated neuron consists of internodes (segments 

ensheathed by myelin) and nodes of Ranvier (ionic 

channels). The ionic membrane current through the 

myelinated internodes can be modelled by the passive 

conductance of the membrane, Gm,n, multiplied by the 

membrane potential (Iion,n = Gm,nVn). The ionic 

membrane current in the node of Ranvier is not passive. 

It depends on the dynamics of voltage-gated channels in 

the nodes, which is formulated as a conductance-based 

voltage-gated model, such as the Chiu-Ritchie-Rogart-

Stagg-Sweeney (CRRSS) model. Detailed information 

on equations and parameters can be found in Refs. 34–

36.  

Equation 2 can be extended to include a more 

realistic internode morphology by considering the 

periaxonal space (gap between the myelin sheath and 

axonal membrane). A double cable can include these 

morphologies, such as the McIntyre-Richardson-Grill 

(MRG) model,18,37 in which the nodes of Ranvier’s 

membrane include fast sodium, persistent sodium, slow 

potassium channels, and leakage conductance. 

Both models were implemented to calculate the 

activation threshold (the lowest stimulation intensity 

required to propagate an action potential in a given 

neuron) of a myelinated neuron, which was 22 mm in 

length, during cortical stimulation of fast-conducting 

thickly myelinated pyramidal fibres (Betz cell’s axon). 

A Betz cell’s axon diameter measures approximately 5–

20 μm as determined in humans and primates.38,39 The 

elicitation of an action potential was indicated by the 

depolarization of the transmembrane potential by 80 

mV in at least three consecutive nodes, which is a 

reasonable criterion for the waveforms in the present 

study. The amplitude of the stimulation current was 

modified using a binary search algorithm to find the 

activation threshold until the error was lower than 10 μA. 

The bending of the pyramidal cell axon was 

included in the model based on prior anatomical 

information from stained pyramidal cell images40,41 and 

previous computational implementations of nerve 

bending.23,42,43 Pyramidal neurons start from the grey 

matter (layers III and IV), cross the grey-white matter 

interface almost perpendicularly, and descend to form 

the pyramidal tracts. In our model, for a plane 

transverse to the motor hand area (Fig. 2a), the 

trajectories of the neurons inside the grey matter were 

computed by setting the grey-white matter interface and 

superficial cortex to different equipotential values, and 

then applying the Laplace equation between both 

boundaries. The resulting electric field lines, which are 

perpendicular to cortical laminae,44 are used as axons in 

the grey matter. The trajectories of these axons are then 

interpolated with control seeds inside the white matter 

(midline between the two sulci walls) to generate full 

pyramidal neurons axons by means of a basis-spline 

function of the fourth order (Figs. 2b and 2c). 

 

Fig. 2. Pyramidal neurons are embedded in the hand motor area. 

(a) Brain model and one transversal plane in red (n = 60). (b) 

Pyramidal neuron trajectories in the white matter of one cross-

section. (c) 3D- view of the neurons localization in the brain (n 

= 2500). 
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2.3. Synaptic Model 

MEPs can be evoked via direct excitation of motor area 

to investigate the integrity of cortical motor pathways 

during brain surgery. Descending action potentials from 

the corticospinal tract generate an excitatory 

postsynaptic potential (EPSP) due to a depolarization 

current (EPSC) in the postsynaptic membrane. As a 

result, the EPSP increases the possibility of eliciting an 

action potential after reaching a threshold. This process 

is implemented by a synaptic conductance model 

coupled with a spiking model of the MN. 

First, the synaptic conductance was modelled as a 

dual-exponential function as follows: 

 𝑔𝑗 = 𝑔max,𝑗𝑓 (𝑒
−

𝑡

𝑡f,𝑗 − 𝑒
−

𝑡

𝑡r,𝑗), (3) 

where gmax,j is the peak conductance, tr,j and tf,j are the 

rise and fall time constants that characterize the synapse 

j. The normalization factor f 26 is used to ensure that the 

amplitude equals gmax,j. 

The total conductance (gtotal) is calculated by combining 

the contribution of each synapse j, which is the 

convolution of all input spike trains (sj) from a 

corticospinal neuron with the synapse conductance (gj) 

at the current time tx, as follows: 

 𝑔total(𝑡𝑥) = ∑ 𝑤𝑗
𝐽
𝑗=0 ∫ 𝑠𝑗(𝜏)𝑔𝑗(𝑡𝑥 − 𝜏)𝑑𝜏

𝑡𝑥

0
, (4) 

where J is the total number of corticospinal neurons 

synapsing the MN and sj is described as delta pulses, 

which represent descending volleys. The parameter wj is 

a weighted term, representing synaptic efficacy, which 

refers to the capacity of a presynaptic input to 

depolarize the action potential initiation site, thus 

increasing the probability of cell firing. 

The model can be expressed in discrete time tn = nT 

employing a Z-transform to improve computation time, 

as described in detail in reference45 

 𝑔𝑡𝑜𝑡𝑎𝑙(𝑛𝑇) = 𝐶1gmax,𝑗 ∑ 𝑤𝑗𝑠𝑗((𝑛 − 1)𝑇)𝑗                                          

 +𝐶2g𝑡𝑜𝑡𝑎𝑙((𝑛 − 1)𝑇)  

 +𝐶3g𝑡𝑜𝑡𝑎𝑙((𝑛 − 2)𝑇). (5) 

 

The term gmax,𝑗 ∑ 𝑤𝑗𝑠𝑗((𝑛 − 1)𝑇)𝑗  can be simplified to 

gmax𝐽𝑤𝑠((𝑛 − 1)𝑇)  assuming that all synapses have 

the same weight, w, and that there is no delay in the 

spike trains of different corticospinal neurons, which are 

activated simultaneously by cortical stimulation, where 

C1, C2, and C3 are as follows: 

 𝐶1 = 𝑓 (𝑒
−

𝑇

𝑡𝑓 − 𝑒
−

𝑇

𝑡𝑟), 

 𝐶2 = 𝑒
−

𝑇

𝑡𝑓 − 𝑒
−

𝑇

𝑡𝑟          ,           

 𝐶3 = 𝑒
−

𝑇

𝑡𝑓 ∙ 𝑒
−

𝑇

𝑡𝑟           .  

Second, the total postsynaptic current is modelled as 

 EPSC(𝑛𝑇) = 𝑔𝑡𝑜𝑡𝑎𝑙(𝑛𝑇)[𝐸 − 𝑉m(𝑛𝑇)], (6) 

where E is the synaptic reversal potential and Vm is the 

postsynaptic membrane potential. The effect of EPSC 

on activation of the MN is determined using an 

Izhikevich spiking model
46

 

 
d𝑉𝑚

d𝑡
= 0.04𝑉𝑚

2 + 5𝑉𝑚 + 140 − 𝑢 + 𝐸𝑃𝑆𝑃𝐶, (7) 

 
d𝑢

d𝑡
= 0.02(0.2𝑉𝑚 − 𝑢). (8) 

After the spike reaches 30 mV, the membrane recovery 

variable u and Vm are reset: Vm ← c and u ← u +d. 

Regular spiking pattern was used (c = -65 mV, d = 4) in 

the present study. 

Finally, the weight of the synapse from a 

postsynaptic MN depends on the relative timing 

between presynaptic spike arrivals (spike-timing-

dependent plasticity).47–49 It is a short-term form of 

homosynaptic facilitation, in which sequential 

presynaptic pulses produce a larger EPSP, and is 

thought to be due to residual Ca2+ in the presynaptic 

terminal. A facilitation equation for several consecutive 

pulses in CMN synapses has been proposed by Muir 

and Porter.47,48 Here, we generalized the synaptic weight 

w (9) to include facilitation, wfac, for p numbers of 

presynaptic spikes descending from the corticospinal 

neuron as follows: 

 𝑤fac(𝑝, 𝑤𝑚) = {
𝑤𝑚 [1 + 0.85 ∑ 𝑒

−(𝑝−1)∆t𝑝

𝜏
𝑝max
𝑝=2 ]  𝑝 > 2

𝑤𝑚                                                      𝑝 = 1
 (9) 

where ∆𝑡𝑝 = 𝑡𝑝 − 𝑡𝑝−1  is the time difference between 

two subsequent pulses, wm is the synaptic weight of MN 

without facilitation, and τ is the time constant equal to 

10 ms. The total “gain” is thus given by 

𝑔max𝐽𝑤fac(𝑝, 𝑤m).  
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The parameters tr (0.01 ms), tf (4.9 ms), and wm (0.002) 

were obtained by fitting Vm (EPSP) to experimental data 

(Figs. 5a to 5c) using a non-linear optimization method, 

while considering J = 1, gmax = 5 nS, and E = 4.6 mV. 

The parameters gmax and E were derived from EPSPs of 

peripheral Ia pathway activation in the cat.50 Note that a 

variation of gmax or J values (section 2.4) would be 

compensated by an inversely proportional variation of 

wm during the best-fitting analysis.  

2.4. Motor Neuron Pool 

Two techniques for intra-operative cortical electrical 

stimulation exist, LF and HF stimulations. In HF 

stimulation, EPSPs overlap and summate with each 

other (temporal summation) to activate the MN, which 

is also mediated by facilitation. In contrast, LF 

stimulation requires a greater activation of corticospinal 

neurons to trigger the MN by spatial summation.  

To investigate the difference between these two 

techniques, we first computed the necessary number of 

presynaptic neurons (jLF) to trigger a pool of MNs by 

cortical stimulation at low-frequency (50 Hz, one pulse), 

as shown in Fig. 6a (red line). The pool was composed 

of 200 MNs with different synaptic gains, wm. The 

maximum wm of the MNs pool was fixed at 0.002 

(obtained from experimental EPSPs in section 2.3). The 

number of presynaptic neurons needed to activate the 

maximum wm was jLF = 116. Further, we assumed that 

10% of the total presynaptic neurons in the model (jLF = 

250) was the maximum number of connections to the 

MN pool. Consequently, the minimum wm of the MNs 

pool was 0.001. Second, the number of presynaptic 

neurons (jHF) required to activate each MN in the pool 

during HF stimulation was estimated (grey lines in Fig. 

6a). Due to temporal summation, jHF was expected to be 

lower than jLF for activating each MN in the pool. 

Finally, we mapped the number of activated presynaptic 

neurons to stimulation amplitude using the data 

presented in Fig. 6b. The present study assumed that an 

MEP was generated when an action potential was 

elicited in a MN, and that all corticospinal axons 

innervated the same MN. 

2.5. Stimulation Conditions/Parameters 

To demonstrate the effectiveness of the new CMN 

model, monopolar stimulation was investigated using a 

monophasic square-wave pulse train (LF and HF), as 

shown in Fig. 1d. The electrodes were spheres, with a 

diameter of 3 mm (TN210-055 Ojemann-type cortical 

stimulator probe, Unique Medical Co., LTD, Tokyo). 

The anode was placed over the motor cortex, while the 

cathode was placed at the lateral site of the neck. The 

parameters of the waveform under study were frequency 

(pulse repetition rate), pulse duration (duration of a 

single pulse within the pulse train), number of pulses, 

and intensity (injected current amplitude). To evaluate 

the pyramidal neuron axon model in subsections 3.1 and 

3.2, a monophasic square-wave of a single pulse was 

used. 

3. Results 

3.1. Strength Duration (CRRSS vs. MRG) 

The simulated strength-duration curves in Fig. 3 were 

obtained during the cortical stimulation of two axon 

models (CRRSS and MRG, section 2.2) that were 

embedded in the volume conductor model of the head 

below the centre of the stimulating electrode (section 

2.1). The computed strength-duration relations were 

compared to the data obtained from six human 

subjects51 to investigate which model was more suitable 

for cortical stimulation. A square-wave constant current 

generated corticospinal volleys (D-wave), with 

amplitudes of 5 μV to 15 μV, via spiral needle 

electrodes inserted into the scalp. D-waves were 

 

Fig. 3. Strength-duration curves of two myelinated axon models, 

i.e., the  McIntyre-Richardson-Grill (MRG) and Chiu–Ritchie–

Rogart–Stagg–Sweeney (CRRSS) models. Experimental data 

from pyramidal cells were obtained.51 Monopolar probe and 

monophasic stimulation were used. For each model, the lower 

and upper limits correspond to fiber diameter of 16 μm and 5.7 

μm, respectively. 
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recorded using bipolar electrodes inserted into the 

epidural space of the spinal cord. The MRG model with 

diameters between 10 μm and 16 μm were closer to 

experimental data. 

The chronaxie value, which represents the pulse 

duration required to double the lowest stimulation 

intensity, was obtained from the strength-duration curve. 

As seen in Fig. 3, chronaxie values obtained using the 

MRG model (290.7–617.0 μs) were within the 

experimental range (257.8–347.4 μs). In contrast, the 

chronaxie range obtained using CRRSS was between 

24.2–28.1 μs. Additionally, microsimulation of 

pyramidal neurons of the motor cortex of the cats has 

shown chronaxie values between 100–400 μs.52 

3.2. Activation Threshold  

The nerve activation threshold is affected by its fiber 

diameter (axon and myelin) and its initial position in the 

cortex (cortical depth). We used the same stimulation 

scenario as in section 3.1. The fiber diameter was 

between 5.7 μm and 16 μm, and the cortical depth 

ranged from 2 mm to 4 mm, taking into account the 

localization of Betz cells in the cortical layer V.53 The 

effect of both parameters is presented in Fig. 4, 

assuming a cerebrospinal fluid thickness of 0.5 mm. 

Cortical stimulation studies54 have reported that a pulse 

duration longer than 0.1 ms requires a minimum 

threshold of 5 mA to generate an MEP. If one nerve is 

used to represent this behavior, it is likely that the 

excitation threshold of a pyramidal neuron (just under 

the stimulating electrode at 2–4 mm from the cortex) is 

lower than the threshold required for an MEP response. 

Under this criterion, a neuron axon model with a 

diameter of 10 μm that initiates from the grey matter is a 

good candidate, and has therefore been used in the 

current study. 

3.3. Synaptic Effect 

The temporal/spatial summation and facilitation of 

EPSPs (6), which were generated by descending action 

potentials after cortical stimulation of pyramidal 

neurons was coupled with a motor axon model (7-8), as 

shown in Fig. 1. The synapse model was validated using 

intracellular recordings of corticomotoneuronal EPSPs 

induced by anodal cortical stimulation in monkeys,47 as 

shown in Figs. 5a–5c.  

Spike-timing-dependent plasticity (facilitation) was 

included in (9), as shown in Fig. 5d. Facilitation 

increased at a higher frequency and strengthened in 

subsequent pulses. At low frequencies, facilitation 

became weaker for an initial pulse and continuously 

decreased with successive pulses. Figs. 5a–5c show a 

good match between experimental data and a synaptic 

model, which included a facilitation mechanism. In 

contrast, the synaptic model lacking facilitation 

underestimated the generated EPSP. 

3.4. Parameter Effect Using the CMN Model 

Figure 6a shows the number of presynaptic neurons that 

are required to excite each MN in the pool (section 2.4). 

The stimulus threshold required to activate a specific 

number of neurons is obtained by the volume conductor 

model of the head. Figure 6b presents the excitation 

threshold maps in the motor hand area under the anodic 

electrode with a pulse duration of 200 μs. 

Figure 6c shows the excitation threshold required to 

activate each MN in the pool (section 2.4) from 50 to 

500 Hz at a different number of pulses. The results were 

rescaled to the range [0, 1] using the maximum 

threshold required to activate each MN at 50 Hz. LF 

stimulation (< 100 Hz) required a larger number of 

pulses than HF stimulation to reduce excitation intensity 

 

Fig. 4. Excitation thresholds using the McIntyre-Richardson-

Grill axon model of a pyramidal neuron embedded in the gyral 

crown of the hand motor area. Comparison between different 

distances from the cortical surface to the neuron initial point 

(2.0–4 mm), and different neuron axon diameters (5.7–16 μm). 

The pulse of a monophasic current is delivered via monopolar 

electrodes. 
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to 30%. In contrast, HF stimulation showed greater 

threshold reduction than LF stimulation using less than 

10 pulses. The threshold intensity was reduced by 20% 

from a train of 5–10 pulses in HF stimulation. Further 

additional pulses did not lead to significant 

improvement (4%). Also, the threshold variation was 

only 4% between 400–500 Hz for a train of 5 pulses, 

which is a common frequency range in HF stimulation.1 

Variation of cortical stimulation thresholds using a train 

of 250 pulses or more in a monkey showed a pattern 

similar to the one found in our results,55 where a current 

stimulation of 0.1 ms was applied to the hand motor 

area using an anodic electrode of 1 mm of diameter. 

Taniguchi et al.17 also reported that a small MEP could 

be recorded at 200 Hz, which was evident between 400–

500 Hz, as our study suggests. After 500 Hz, the CMN 

tract cannot repetitive respond to each stimulation pulse. 

The authors also showed that the MEP was perceived 

initially using a train of two pulses and was evident 

using 3–5 pulses, which was also indicated by our 

model. 

Figure 6d compares the relationship between two 

intraoperative stimulation techniques, i.e., the LF and 

HF stimulations. A large number of pulses were 

required to reduce the intensity below 100 Hz. Although 

HF stimulation was applied from 100–200 Hz, its 

frequency increments did not compensate for the effect 

of large numbers of pulses in the LF stimulation. For 

frequencies greater than 200 Hz, the threshold was 

reduced by using a train of 5–10 pulses. 

4. Discussion 

The assessment of the different stimulation parameters 

is limited during intraoperative surgery. Extended 

numerical modelling of CNS electrostimulation was 

implemented to predict the interaction between 

electrode configuration/geometry and stimulation 

waveform parameters. The current study focused on the 

model implementation and verification to investigate 

two techniques of intraoperative cortical stimulation, i.e., 

LF16 and HF.17 

4.1. CMN Model  

The proposed CMN model combines the contributions 

at cortical and synaptic levels to investigate the effect of 

stimulation parameters in the activation threshold during 

cortical stimulation. Cortical levels comprise the 

computation of the electric field generated by cortical 

electrodes (section 2.1) and its effect on pyramidal 

neuron activation (section 2.2). Synaptic levels consider 

the spatial/temporal summation of descending action 

potentials on motor neuron activation (section 2.3). 

Most previous studies on brain stimulation modelling 

focused on the computation of the electric field in the 

brain.6,8,14,23,25,43,56–58 These models are pivotal to 

understanding the location of stimulation hotspots in the 

brain. However, the effects of the interaction between 

frequency and pulses delivered to the brain cannot be 

addressed by those models without considering the 

integration process at cortical and synaptic levels.  

Two conventional neuronal models (i.e., CRRSS34,35 

and MRG18) were compared, using experimental 

strength-duration curves from pyramidal neurons. MRG 

 

Fig. 5. (a-c) Synapse model verification using intracellular 

recordings in the corticomotoneuronal synapse47 for one, two 

(500 Hz), or three sequential spikes (500 Hz and 200 Hz). 

Inclusion of the effect of the spike-timing-dependency plasticity 

(facilitation) improved the results of the model. (d) Spike-

timing-dependent plasticity of the motor neuron using a train of 

pulses delivered at different frequencies in the presynaptic 

neuron. 
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was consistent with experimental measurements, while 

CRRSS showed saturation to the minimum threshold, 

which was faster than what the experimental data 

suggested (Fig. 3). A similar result was obtained for 

transcutaneous electrical stimulation of peripheral 

nerves.
59

 We also noted that the fiber diameter (axon 

plus myelin) did not lead to any variations in the 

normalized strength-duration curve. The stimulation 

intensity required to generate an MEP varied,60 and 

depend on the stimulation parameters, the area of 

stimulation, the tumor location, and MEP monitoring 

method (needle or surface electrode). Therefore, it is 

difficult to measure and quantify the spatial distribution 

or number of pyramidal neurons required to generate an 

MEP. To have plausible computed stimulation 

thresholds, we used the minimum excitation current 

intensity as a criterion to generate an MEP during 

intraoperative stimulation.1  

From the analysis presented in section 3.2, fibers of 10 

μm exhibited a threshold, which met this criterion. 

Further, Firmin et al.,39 demonstrated that fibers with 

diameters of 10 μm are most commonly found in the 

pyramidal tract, which originates from the motor cortex 

in primates. Here, we only considered a single pulse at 

the level of the pyramidal axon as multiple pulses do not  

have any effect on the threshold reduction for a pulse 

repetition rate lower than 1.5 kHz.61 

The temporal/spatial summation of CMN EPSPs was 

modelled and validated with experimental 

measurements in monkeys, as shown in Fig. 5.47 The 

importance of including the spike-timing-dependency 

plasticity in the synaptic model is also demonstrated in 

Fig. 5. The resulting EPSP was coupled with a spiking 

 

Fig. 6. (a) The number of neurons required to activate each motor neuron (MN) with synapse weight wm. (b) Cortical maps of excitation 

thresholds using monopolar stimulation for a pulse duration of 200 μs. (c) Excitation thresholds using variable frequencies and numbers 

of pulses. (d) Transition from low-frequency (LF) and multi-pulse train stimulation (HF) using high and low of pulses, respectively. 
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model of the motor neuron to determine MEP 

generation. 

The results in section 3.4 (Fig. 6c) also show that the 

proposed CMN model agrees with experimental data, in 

which a reduction of the stimulation threshold is due to 

the effect of the stimulating frequency and number of 

pulses delivered to the motor area.17,55 Taniguchi et al.17 

demonstrated that an anodal rectangular train of 3–5 

pulses, with frequencies between 200–700 Hz, applied 

to the primary motor cortex, generated MEPs. The 

temporal summation of frequencies lower than 100 Hz 

was very small. For frequencies larger than 600 Hz, the 

refractory period limited repetitive generation of action 

potentials. This result demonstrated the feasibility and 

importance of integrating the processes from motor 

cortex stimulation to MN activation within one neuronal 

system. In addition, evidence has shown that anodal 

rectangular pulses delivered at HF stimulation required 

less intensity, than if delivered at LF stimulation in the 

primary motor cortex, as shown in Fig. 6d.62,63 However, 

the applied technique may have a different performance 

for other cortical regions. For instance, LF stimulation 

was more effective in the premotor frontal cortex, 

supplementary motor cortex,62 and assessment of speech 

arrest.64 LF stimulation techniques (50–60 Hz) may also 

induce synaptic activity in the cortex by prolonged 

exposure to stimulation, possibly affecting the 

thresholds.65 

4.2. CMN Model Simplifications and Limitations 

The pyramidal tracts were assumed to be large-diameter, 

myelinated axons, for a number of reasons. Firstly, 

motor evoked potentials are induced via direct 

excitation of Betz’s pyramidal cells as they have larger 

diameters, which facilitate its activation with lower 

intensity. Secondly, anodal stimulation in the cortical 

grey matter may initiate neuronal activation at the 

proximal axonal segments of cortical pyramidal cells 

(initial segment or segments close to the axon bending), 

rather than dendrites or soma (direct corticospinal 

descending volley or D-wave),21,66 as axonal segments 

are two to three times more susceptible to polarization 

than the soma.67 Thirdly, a simulation model 

considering the dendrite and soma has shown that these 

are not significant for large-diameter neuronal fibers, 

such as Betz cells (supplementary material in 

reference14). Fourthly, the bending of the axon 

trajectories may influence the results, but its effects are 

not substantial because the electrode placed on the gyrus 

crown preferentially activates straight axons located 

under the electrode. In contrast, the bending is large in 

the neurons projecting from the wall, but those neurons 

are more difficult to activate (since their electric field is 

weaker and roughly normal to the nerves at the bending). 

Therefore, no substantial variations were expected from 

the computed results, particularly for HF stimulation 

(since fewer pyramidal neurons were required to be 

activated).  

Our assumption did not include experimental 

verification of the spatial extent of activation and the 

number/diameter of pyramidal neurons necessary to 

generate an MEP, which is a limitation of the current 

study. Statistics of axon thickness has not been reported 

until now, and thus we applied a single axon thickness 

in our computation based on experimental 

measurements. Thus, future experimental measurements 

are required. Finally, note that the tumor was not 

included in the realistic head model because it is still 

uncertain how the trajectories of the pyramidal nerves 

would change. 

We integrated the EPSC model with the Izhikevich 

model to observe the effect of a train of pulses delivered 

at different frequencies in the MNs. The Izhikevich 

model was chosen with a regular spiking pattern. Other 

spiking patterns, such as chattering (c = -50 mV and d = 

2) did not lead to differences in the results (Fig. 6c). The 

reason is that only the first spike (initial fire), instead of 

a complex spike pattern, was considered to indicate MN 

activation. To account for the sum of spiking activities 

of the pool of MNs, which describes the muscle activity, 

the neural drive to muscle models29,68,69 can be adopted 

in our approach. We have based our assumptions in 

literature parameters and verified the results with 

experimental measurements though all the model step. 

4.3. CMN Activation 

Corticospinal neurons, originating from the primary 

cortex, make direct connections with target MNs, which 

is important for dexterity and represents a feature 

unique to certain primate species.70 However, most 

neurons in the motor cortex act via interneurons in the 

spinal cord. In addition, Betz cells only represent 12% 

of pyramidal cells.38,71 This study can be extended to 

include the effects of interneurons, and therefore 

provide a more detailed representation of MN 

activation.28 Finally, direct cortical stimulation was 
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assumed in craniotomy under general anesthesia in the 

present study. Thus, D-waves were elicited directly 

from the axons of a pyramidal neuron,72 while I-waves 

were suppressed.17,73,74 To consider the effects of I-

waves75,76 produced during direct cortical stimulation 

under awake craniotomy, cortical circuits to pyramidal 

neurons should be included so that I-waves can also 

contribute to the temporal summation at the level of the 

postsynaptic MN. Finally, this approach can be 

extended to investigate parameters effect during 

transcranial magnetic stimulation.77 

5. Conclusion 

The present study proposes a corticomotoneuronal 

computational model for intraoperative cortical 

stimulation. For the first time, the proposed model can 

investigate the interaction between frequency and 

number of pulses by integrating cortical stimulation and 

corticospinal neuron-, synaptic-, and motor neuron-

activation into one system. Our results were verified by 

experimental measurements and provided a 

computational explanation for the effects of multi-pulse 

high-frequency and low-frequency stimulation, which 

could not be addressed by computing only the potential 

distribution in the brain, as the traditional approach 

when using volume conductor models. 
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