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Abstract—This paper presents an autonomous parameter de-
sign method for a cascade structure feedback (FB) controller
in industrial precision servo systems with resonance modes,
considering a time and frequency domain optimization. In con-
ventional autonomous design methods, parameters of a cascade
structure FB controller are optimized by solving a frequency
domain optimization problem to expand the control bandwidth
and satisfy the desired stability margins. Therefore, a desired
positioning response that is generally defined in time domain
is not necessarily realized by the designed FB controller. The
proposed method combines a time domain optimization problem
to a conventional frequency domain optimization problem for im-
proving the time domain positioning response. The effectiveness
of the proposed method is demonstrated through an example FB
controller design for a galvanometer scanner, in comparison with
the conventional autonomous design method based on only the
frequency domain parameter optimization.

Index Terms—Autonomous parameter design, cascade struc-
ture, control bandwidth, control stability, feedback controller,
time domain response

I. INTRODUCTION

For realizing the fast response and high precision motion
control of industrial servo systems, it is essential to design
a proper feedback (FB) controller that achieves both desired
frequency domain properties (e.g., control bandwidth and
stability margins) and desired time domain properties (e.g. set-
tling time and settling accuracy) [1], [2]. Especially, for servo
systems with resonance modes, the gain/phase stabilization
method is often utilized to design such a proper FB controller.
In this method, multiple second-order filters (e.g., notch/all-
pass filters) are commonly utilized for stabilizing resonance
modes [3], [4]. In addition, a compensator for a rigid mode
such as a PID compensator or a phase lead-lag compensator is
connected with the filters, which forms cascade structure [5].
Although a cascade structure FB controller shows effective
performance, researchers and industrial engineers needs to
acquire high expertise to design all parameters of the FB con-
troller when a target system has high-order resonance modes.
Therefore, autonomous parameter design technique will be
desired to easily obtain a high performance FB controller.

In recent years, there are some researches on autonomous
parameter design methods based on numerical optimization
techniques in literature, e.g., the structured H∞ control [6],
[7], the metaheuristics [8], [9], and the nonlinear optimization
[10]. In these methods, the parameter optimization problem
basically consists of an objective function for expanding the
control bandwidth under a constraint for the stability margins
on the frequency domain. Therefore, there is no guarantee that
the designed FB controller achieves the desired time domain
response. For designing proper FB controller parameters, the
time domain properties should be also considered in the
parameter optimization problem.

In this paper, an autonomous parameter design method for a
cascade structure FB controller considering frequency and time
domain properties is developed to obtain proper parameters.
In the proposed method, a cooperative parameter optimization
combining a sequential quadratic programming (SQP) and a
genetic algorithm (GA) is utilized as basis for an autonomous
parameter design method [11]. In the cooperative parameter
optimization, linear parameters (e.g., PID gains) are optimized
by the SQP based on the frequency domain optimization prob-
lem to stabilize FB control, while the remaining parameters
(e.g., parameters of notch/all-pass filters) are optimized by the
GA based on a newly developed time domain optimization
problem to improve the position tracking performance. The
effectiveness of the proposed method is demonstrated through
an example FB controller design simulation for a galvanometer
scanner, in comparison with the conventional cooperative
parameter design method based on only the frequency domain
parameter optimization.

II. DESIGN PROBLEM

Fig. 1 shows a block diagram of the two-degree-of-freedom
(2-DoF) control system, where CPID(s) is the PID compen-
sator for rigid mode compensation, CAPF(s) is the all-pass
filter for resonance mode compensation, P (s) is the plant with
resonance modes, r is the reference, e is the tracking error,
uFB is an FB control input, uFF is an feedforward (FF) control
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Fig. 1. Block diagram of the 2-DoF control system.

input, u is the control input and y is the controlled output. The
compensators CPID(s) and CAPF(s) are connected in series
and form a cascade structure FB controller C(s) defined as
follows:

C(s) = CPID(s)

NA∏
i=1

C
(i)
APF(s) (1)

with

CPID(s) = KP +
KI

s
+

KDs

τDs+ 1
(2)

C
(i)
APF(s) =

s2 − 2ζAiωAis+ ω2
Ai

s2 + 2ζAiωAis+ ω2
Ai

(3)

where the number of all-pass filters is NA. The purpose of this
study is to autonomously design following parameters of C(s)
which satisfies the specified stability margin (i.e., gain margin
of gm [dB] and phase margin of φm [deg]) on the frequency
domain and achieves the settling accuracy ±ε of the tracking
error e or less to the reference r within the settling time Tset
on the time domain.

ΛC =
[
KP KI KD τD ζA{1,...,NA} ωA{1,...,NA}

]
(4)

III. AUTONOMOUS PARAMETER DESIGN METHODS

A. Frequency Domain Optimization Method (Conventional)

In this section, a cooperative parameter design method [5],
[11] based on the frequency domain parameter optimization is
introduced as a conventional method.

1) Design Algorithm: Fig. 2 shows a flowchart of design-
ing the controller parameters ΛC based on the conventional
autonomous design method. In Fig. 2, ρSQP is a vector of PID
parameters defined as (5) and satisfies (6) and (7).

ρSQP =
[
KP KI KD

]
∈ R1×3 (5)

C(s) = ΨGA(s)ρ>SQP (6)

ΨGA(s) = CAPF(s)

[
1

1

s

s

τDs+ 1

]
∈ C1×3 (7)

On the other hand, ρGA is a vector of the remaining parameters
of ΛC defined as (8).

ρGA =
[
τD ζAPF{1,...,NAPF} ωAPF{1,...,NAPF}

]
(8)

The cooperative optimization method optimize ρSQP and ρGA

according to the following procedure.
Step 1 As the first generation (α = 1), the initial population

of ρGA for Nind individuals are randomly generated
by the GA from a specified parameter search range.

Step 2
Obtain ρSQP and fitness fSQP

Step 3
Evaluate fitness set of fSQP and

obtain elite para. of ρSQP and ρGA

Step 4

α < Npara?

Obtain (sub-)optimal parameters
Step 6

Yes

Start

End

Step 1
Generate initial population of ρGA

Step 5
Generate new ρGA

α = 1

ρGA

fSQP

α := α+ 1

NoρSQP,ρGA

Fig. 2. Flowchart of the conventional autonomous design method.

Step 2 Under a constrained optimization problem, ρSQP is
optimized by the SQP and a fitness fSQP is obtained
for Nind individuals of ρGA.

Step 3 The elite parameters of ρSQP and ρGA are obtained
by evaluating the Nind fitness values obtained in Step
2.

Step 4 If the number of generations α is less than the
specified number Npara, set α := α + 1 and go to
Step 5; otherwise, go to Step 6.

Step 5 For generating a new population, genetic operations
such as selection, crossover, and mutation are per-
formed by the GA. A series of procedure from Step
2 to Step 5 is repeated for Npara times.

Step 6 The elite parameters of ρSQP and ρGA at the Npara-th
generation are adopted as the (sub)optimal parameters
of ΛC .

In the following Sect. III-A2 and Sect. III-A3, the optimization
problems used in Step 2 and Step 3 are briefly explained.

2) SQP-based Optimization Problem (Step 2): In the SQP-
based optimization, the optimization problem of ρSQP is
defined as follows [11]:

fSQP = min
ρSQP

Jobj(ρSQP) subject to hsm(ρSQP) > r2sm (9)

with

Jobj(ρSQP)=

Nl∑
l=1

∣∣Lds(jΩl)−P (jΩl)ΨGA(jΩl)ρ
>
SQP

∣∣ (10)

hsm(ρSQP)= |P (jΩp)ΨGA(jΩp)ρ
>
SQP + σsm|2 (11)

where Jobj(ρSQP) is an objective function for expanding the
control bandwidth, hsm(ρSQP) is a constraint inequality for
ensuring the stability margins, and fSQP is a fitness value.
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Fig. 3. Stability constraint on the Nyquist trajectory.

In (10), the objective function Jobj(ρSQP) is the sum
of distance between the desired open-loop characteris-
tics Lds(jΩl) and the actual open-loop characteristics
P (jΩl)ΨGA(jΩl)ρ

>
SQP at discrete frequencies Ωl(l ∈

{1, 2, ..., Nl}). Note that Lds(jΩl) are defined by the desired
sensitivity characteristics Sds(jΩl) as

Lds(jΩl) =
1− Sds(jΩl)

Sds(jΩl)
. (12)

The stability constraint hsm(ρSQP) > r2sm in (9) denotes
that the Nyquist trajectory of the open-loop characteristics
L(jΩp) := P (jΩp)ΨGA(jΩp)ρ

>
SQP on the Nyquist diagram

in Fig. 3 should pass through the outside of the circle
Csm defining the stability margins at the discrete frequencies
Ωp(p ∈ {1, 2, ..., Np}). The coordinate distance between
(−1, j0) and the intersection point of Csm with the real axis
denotes the gain margin Gm (gm = 20 log10Gm [dB]), while
the angle between the negative real axis and the vector from
the origin to the intersection point of Csm with a unit circle
denotes the phase margin Φm (φm = 180Φm/π [deg]). The
stability margins gm [dB] and φm [deg] are set by the center
coordinates (−σsm, j0) of Csm and the radius rsm of Csm.

3) GA-based Optimization Problem (Step 3): In the GA-
based optimization, the fitness values of ρGA for Nind indi-
viduals adopt the fitness values fSQP obtained in Step 2. The
optimization problem for ρGA is defined as follows:

min
ρGA

{
f
(1)
SQP, f

(2)
SQP, · · · , f

(Nind−1)
SQP , f

(Nind)
SQP

}
(13)

where the elite parameters of ρGA are obtained by comparing
fSQP for Nind individuals.

According to Sect. III-A2 and Sect. III-A3, a wide band-
width FB controller with the specified stability margins will
be designed by the optimization problems in (9) and (13).
However, there is no guarantee that the FB controller achieves
the time domain specifications (the settling time Tset and the
settling accuracy ±ε).

B. Time and Frequency Domain Optimization Method (Pro-
posed)

The proposed method imposes a time domain optimization
problem to reduce the tracking error e on the GA-based opti-
mization problem, for realizing the time domain specifications.

Step 4
Evaluate fitness set of fpos and

obtain elite para. of ρSQP and ρGA

Step 5

α < Npara?

Obtain (sub-)optimal parameters
Step 7

Yes

Start

End

Step 1
Generate initial population of ρGA

Step 6
Generate new ρGA

α = 1

ρGA

fpos

α := α+ 1

NoρSQP,ρGA

Step 2
Obtain ρSQP

ρSQP, ρGA and calculate fitness fpos

Step 3
Perform positioning motion using

ρSQP, ρGA

Fig. 4. Flowchart of the proposed design method.

1) Design Algorithm: Fig. 4 shows a flowchart of de-
signing the controller parameters ΛC based on the proposed
autonomous design method. In the cooperative optimization
method, the SQP optimizes ρSQP for ensuring the stability
margins, while the GA optimizes ρGA for reducing the track-
ing error e. The detailed design procedure is shown as follows.

Step 1 As the first generation (α = 1), the initial population
of ρGA for Nind individuals are randomly generated
by the GA from a specified parameter search range.

Step 2 To obtain stable PID gains ρSQP, the SQP optimizes
ρSQP under the constrained optimization problem (9)
with ρGA for Nind individuals in the same way to
the conventional method. Herein, although optimizing
Jobj(ρSQP) in (9) does not directly mean to reduce
the tracking error e, Jobj(ρSQP) is adopted for widen-
ing the control bandwidth.

Step 3 A positioning operation is performed by the obtained
parameters ρSQP and ρGA, and a fitness fpos is
obtained for Nind individuals.

Step 4 The elite parameters of ρSQP and ρGA are obtained
by evaluating the Nind fitness values fpos obtained in
Step 4.

Step 5 If the number of generations α is less than the
specified number Npara, set α := α + 1 and go to
Step 6; otherwise, go to Step 7.

Step 6 For generating a new population, genetic operations
such as selection, crossover, and mutation are per-
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Fig. 6. Outside appearance of laboratory galvanometer scanner.

formed by the GA. A series of procedure from Step
2 to Step 6 is repeated for Npara times.

Step 7 The elite parameters of ρSQP and ρGA at the Npara-th
generation are adopted as the (sub)optimal parameters
of ΛC .

In the following Sect. III-B2, the fitness fpos and the opti-
mization problem used in Step 4 are explained.

2) Optimization Problem for Reducing Tracking Error:
Fig. 5 shows the waveform of the tracking error e. In Fig. 5,
the fitness value fpos is calculated by the sum of squares of e
from the settling time Tset to the end time Tend as

fpos =

∫ Tend

Tset

{e(t)}2 dt. (14)

According to (14), the optimization problem for ρGA is
defined as

min
ρGA

{
f (1)pos, f

(2)
pos, · · · , f (Nind−1)

pos , f (Nind)
pos

}
(15)

where the elite parameters of ρGA are chosen by comparing
fpos for Nind individuals. By introducing (15), it would be
expected that e decreases within the settling accuracy ±ε as
shown in Fig. 5.

Fig. 7. Frequency characteristics of the plant.

IV. SIMULATION EVALUATION OF AUTONOMOUS
PARAMETER DESIGN METHODS

A. Target Plant

Fig. 6 shows the outside appearance of a galvanometer
scanner [12] for laser drilling of printed circuit boards that is
a target plant for the evaluation of the proposed autonomous
parameter design method. The galvanometer scanner is con-
stituted by a galvano mirror equipped on the tip of the motor
shaft, a servo motor, and an optical encoder detecting the
motor angle. The laser beam on the printed circuit boards
is irradiated to the desired position by controlling the motor
angle.

In Fig. 7, the black dotted lines show the frequency charac-
teristics of the plant experimentally measured from the motor
current reference iref to the detected motor angle θm by the
sine sweep method. There are multiple mechanical resonance
modes at frequencies above 2 kHz, where the first mode
(ω1 = 2π × 2820 rad/s) and second mode (ω2 = 2π × 5810
rad/s) are caused by the torsion of the motor shaft and the
deformation of the galvano mirror. These resonance modes
deteriorate the control stability and positioning performance.
Hence, the plant model from iref to θm is defined as (16)
considering six resonance modes:

P (s) = e−TDsKtKc

6∑
κ=0

kκ
s2 + 2ζκωκs+ ω2

κ

(16)

where TD is the equivalent dead time, Kt is the torque constant
of the motor, Kc is the total gain of the moment of inertia
and the current control system, ζκ is the κ-th mode damping
coefficient, ωκ is the κ-th mode frequency, kκ is the κ-th
mode gain. In Fig. 7, the blue lines show the frequency
characteristics of the manually identified model of P (jω).

B. Target Control Specifications

For the 2-DoF position tracking control of the galvanometer
scanner, in the block diagram of Fig. 1, the FF control input
uFF and the reference r as the target position trajectory are



TABLE I
PARAMETERS OF THE DESIRED SENSITIVITY Sds(s).

Ks ωs1 [rad/s] ζs2 ωs2 [rad/s]
1.0 2π × 300 0.6 2π × 600

TABLE II
SETTINGS OF GENETIC OPERATION.

Number of generations Npara 100
Number of individuals Nind 10
Selection rate 1.00
Crossover rate 0.99
Mutation rate 0.08

designed by the final state control manner [13] considering
P (s), and the controlled output y (∝ θm) is defined as the
equivalent linear motor position corresponding to the laser
position. The target position trajectory r is specified as a stroke
of 1 mm and a settling time of Tset = 0.72 ms. In addition, the
target settling accuracy of e is specified as ε = 2 µm or less
after the settling time. Finally, for stabilizing the FB control
system, a gain margin and a phase margin are respectively
specified as gm = 5 dB and φm = 30 deg, and the first
and second resonance modes are stabilized by the gain/phase
stabilization method to realize the positioning specification.

C. Setting of Autonomous Parameter Design
First, according to Sect. IV-B, the target cascade structure

FB controller has a PID compensator and two all-pass filters
(NA = 2) for stabilizing the first and second resonance modes
as follows:

C(s) = CPID(s)C
(1)
APF(s)C

(2)
APF(s) (17)

where the controller parameters ΛC to be designed are defined
as follows:

ΛC =
[
KP KI KD τD ζA1 ζA2 ωA1 ωA2

]
. (18)

Second, the desired sensitivity characteristic Sds(s) is de-
signed as the following high-pass filter:

Sds(s) =
Kss

3

(s+ ωs1)(s2 + 2ζs2ωs2s+ ω2
s2)

(19)

where Ks, ωs1, ζs2, and ωs2 are setting parameters. The
parameters are assigned as in Table I so that the desired
control bandwidth becomes about 1 kHz. For the detail of
the design of Sds(s), see [11]. For calculating the objective
function Jobj, the discrete frequencies Ωl are imposed at
Ωl = 2π × {100, 109, 118, · · · , 1000} rad/s (Nl = 101).

Third, according to the gain margin of gm = 5 dB and the
phase margin of φm = 30 deg, σsm = 1.13 and rsm = 0.56
are set for the stability constraint. For calculating the stability
constraint hsm, the discrete frequencies Ωp are imposed at
Ωp = 2π × {10, 15, 20, · · · , 25000} rad/s (Np = 4999).

Finally, for the GA-based optimization, the genetic opera-
tion is listed in Table II and the parameter search range of
ρGA is listed in Table III, while the end time Tend is defined
as Tend = 3.0 ms for calculating the fitness value fpos.

TABLE III
PARAMETER SEARCH RANGE OF ρGA IN THE GA.

Parameter Minimum Maximum
τD [s] 6.37× 10−6 1.59× 10−4

ζA1 1.0× 10−3 1.0
ζA2 1.0× 10−3 1.0
ωA1 [rad/s] 2π × 2000 2π × 3000
ωA2 [rad/s] 2π × 5000 2π × 9000

Fig. 8. Fitness value fpos.

Fig. 9. Waveforms of position error e.

D. Design Results

The autonomous parameter design is performed by the pro-
posed and conventional methods. In this study, a positioning
simulation is performed with the plant parameter variation (the
torque constant Kt: −0.1 %, the 1st resonant frequency ω1:
−2π×50 rad/s, and the 2nd resonant frequency ω2: −2π×100
rad/s) as modeling errors on the FF design. Fig. 8 shows elite
fitness values of fpos for generations of the GA in the proposed
method, while Fig. 9 shows the tracking error e. In Fig. 8,
a black dotted line shows a fitness value obtained by the FB
controller designed by the conventional method. By comparing
the fitness values, the proposed method decreases fpos less
than the conventional method at the last generation. As a result,
in Fig. 9, the FB controller designed by the proposed method
could achieve the better positioning performance than the
conventional method, successfully satisfying the target settling
accuracy of ±2 µm.

Figs. 10–13 show frequency characteristics of the FB con-
trol systems designed by both methods. From the open-loop
characteristics and Nyquist diagram of Figs. 11–12, both
methods ensure the desired stability margin. However, the loop
shaping properties of both methods are slightly different, ow-
ing to the time domain optimization of the proposed method.



Fig. 10. FB controller C(jω).

Fig. 11. Open-loop characteristics L(jω).

V. CONCLUSION

In this paper, an autonomous parameter design method for
a cascade structure FB controller that considers both time
and frequency domain properties is presented. In the proposed
method, a cooperative optimization method could design the
parameters that improved the positioning performance in time
domain while ensuring the specified stability margins as well
as a wide bandwidth in frequency domain, comparing to the
conventional method.
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